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Since publication of the American Association of Physicists in Medicine~AAPM! Task Group No.
43 Report in 1995~TG-43!, both the utilization of permanent source implantation and the number
of low-energy interstitial brachytherapy source models commercially available have dramatically
increased. In addition, the National Institute of Standards and Technology has introduced a new
primary standard of air-kerma strength, and the brachytherapy dosimetry literature has grown sub-
stantially, documenting both improved dosimetry methodologies and dosimetric characterization of
particular source models. In response to these advances, the AAPM Low-energy Interstitial Brachy-
therapy Dosimetry subcommittee~LIBD ! herein presents an update of the TG-43 protocol for
calculation of dose-rate distributions around photon-emitting brachytherapy sources. The updated
protocol ~TG-43U1! includes ~a! a revised definition of air-kerma strength;~b! elimination of
apparent activityfor specification of source strength;~c! elimination of the anisotropy constant in
favor of the distance-dependent one-dimensional anisotropy function;~d! guidance on extrapolating
tabulated TG-43 parameters to longer and shorter distances; and~e! correction for minor inconsis-
tencies and omissions in the original protocol and its implementation. Among the corrections are
consistent guidelines for use of point- and line-source geometry functions. In addition, this report
recommends a unified approach to comparing reference dose distributions derived from different
investigators to develop a single critically evaluated consensus dataset as well as guidelines for
performing and describing future theoretical and experimental single-source dosimetry studies.
Finally, the report includes consensus datasets, in the form of dose-rate constants, radial dose
functions, and one-dimensional~1D! and two-dimensional~2D! anisotropy functions, for all low-
energy brachytherapy source models that met the AAPM dosimetric prerequisites@Med. Phys.25,
2269 ~1998!# as of July 15, 2001. These include the following125I sources: Amersham Health
models 6702 and 6711, Best Medical model 2301, North American Scientific Inc.~NASI! model
MED3631-A/M, Bebig/Theragenics model I25.S06, and the Imagyn Medical Technologies Inc.
isostar model IS-12501. The103Pd sources included are the Theragenics Corporation model 200
and NASI model MED3633. The AAPM recommends that the revised dose-calculation protocol
and revised source-specific dose-rate distributions be adopted by all end users for clinical treatment
planning of low energy brachytherapy interstitial sources. Depending upon the dose-calculation
protocol and parameters currently used by individual physicists, adoption of this protocol may
result in changes to patient dose calculations. These changes should be carefully evaluated and
633 633Med. Phys. 31 „3…, March 2004 0094-2405 Õ2004Õ31„3…Õ633Õ42Õ$22.00 © 2004 Am. Assoc. Phys. Med.



reviewed with the radiation oncologist preceding implementation of the current protocol. ©2004
American Association of Physicists in Medicine.@DOI: 10.1118/1.1646040#

Key words: TG-43, brachytherapy dosimetry protocol, TLD dosimetry, Monte Carlo calculations,
125I, 103Pd
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635 Rivard et al. : AAPM TG-43 update 635
TG-43 were as large as 17% for some sources. Th
changes have been exhaustively reviewed by the phy
community and are generally accepted. Most treatment p
ning software vendors have implemented the TG-43 form
ism and the recommended dosimetry parameters in their
tems. LiF TLD dose measurements and Monte Carlo d
calculations have largely replaced the semi-empirical do
calculation models of the past.

Since publication of the TG-43 protocol over nine yea
ago, significant advances have taken place in the field
permanent source implantation and brachytherapy dosim
To accommodate these advances, the AAPM deemed it
essary to update this protocol for the following reasons:

~a! To eliminate minor inconsistencies and omissions
the original TG-43 formalism and its
implementation.4–6

~b! To incorporate subsequent AAPM recommendatio
addressing requirements for acquisition of dosime
data as well as clinical implementation.7 These recom-
mendations, e.g., elimination ofAapp ~see Appendix E!
and description of minimum standards for dosimet
characterization of low-energy photon-emitting brach
therapy sources,8,9 needed to be consolidated in on
convenient document.

~c! To critically reassess published brachytherapy dosim
try data for the125I and103Pd source models introduce
both prior and subsequent to publication of the TG-
protocol in 1995, and to recommend consensus data
where appropriate.

~d! To develop guidelines for the determination
reference-quality dose distributions by both experim
tal and Monte Carlo methods, and to promote cons
tency in derivation of parameters used in TG-43 fo
malism.

Updated tables of TG-43 parameters are necessary
timely to accommodate the;20 new low-energy interstitia
brachytherapy source models that have been introduce
the market since publication of TG-43 in 1995. These co
mercial developments are due mostly to the rapid increas
utilization of permanent prostate brachytherapy. Some
these new brachytherapy sources were introduced into c
cal practice without thorough scientific evaluation of the n
essary dosimetric parameters. The AAPM addressed thi
sue in 1998, recommending that at least one experime
and one Monte Carlo determination of the TG-43 dosime
parameters be published in the peer-reviewed literature
fore using new low-energy photon-emitting sources~those
with average photon energies less than 50 keV! in routine
clinical practice.9 Thus, many source models are suppor
by multiple dosimetry datasets based upon a variety of b
dosimetry techniques. This confronts the clinical physic
with the problem of critically evaluating and selecting
appropriate dataset for clinical use. To address this prob
this protocol presents a critical review of dosimetry data
eight 125I and 103Pd source models which satisfied the afo
mentioned criteria as of July 15, 2001, including the th
Medical Physics, Vol. 31, No. 3, March 2004
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low-energy source models included in the original TG-
protocol. The present protocol~TG-43U1! recommends a
single, consensus dataset for each source model from w
the 1D and 2D dose-rate distribution can be reconstruc
@This protocol was prepared by the AAPM Low-energy I
terstitial Brachytherapy Dosimetry subcommittee, now t
Photon-Emitting Brachytherapy Dosimetry subcommitt
~Chair, Jeffrey F. Williamson! of the AAPM Radiation
Therapy Committee. This protocol has been reviewed
approved by the AAPM Radiation Therapy Committee a
AAPM Science Council, and represents the current reco
mendations of the AAPM on this subject.# Finally, method-
ological guidelines are presented for physicist-investigat
aiming to obtain dosimetry parameters for brachythera
sources using calculative methods or experimental te
niques.

Although many of the principles and the changes in me
odology might apply, beta- or neutron-emitting sources su
as 90Sr, 32P or 252Cf are not considered in this protocol.
further update of this protocol is anticipated to provide co
sensus, single source dose distributions and dosimetry
rameters for high-energy photon-emitting~e.g. 192Ir and
137Cs) sources, and to generate consensus data for new
energy photon sources that are not included in this report,
meet the AAPM prerequisites and are posted on the AAP
RPC Seed Registry website10 as of December 1, 2003:

~1! Amersham Health, OncoSeed model 6733125I,
~2! Best Medical model 2335103Pd,
~3! Draximage Inc., BrachySeed model LS-1125I,
~4! IBt, Intersource-125 model 1251L125I,
~5! IBt, Intersource-103 model 1031L103Pd,
~6! Implant Sciences Corp. I-Plant model 3500125I,
~7! IsoAid, Advantage model 1A1-125A125I,
~8! Mills Biopharmaceuticals Inc., ProstaSeed model S

SH-125125I,
~9! Nucletron Corp., selectSeed model 130.002125I, and
~10! SourceTech Medical,125Implant model STM1251125I.

As indicated in the Table of Contents, this protocol
divided into various sections. Clinical medical physicis
should pay special attention to Secs. III–VI due to dosime
formalism and clinical implementation recommendatio
presented herein. Section II updates the clinical rationale
accurate dosimetry. The origin of consensus datasets
eight seed models is presented in Appendix A. Dosime
investigators will find useful the detailed recommendatio
presented in Secs. IV and V. The description of the NI
calibration scheme is presented in Appendix B. Manufac
ers of brachytherapy treatment planning software will fi
new recommendations in Secs. II, IV, VI, and Appendix
C–E.

II. CLINICAL RATIONALE FOR ACCURATE
DOSIMETRY

While low-energy, photon-emitting brachytherapy sourc
have been used to treat cancers involving a variety of a
tomical sites, including eye plaque therapy for choroid
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637 Rivard et al. : AAPM TG-43 update 637
A. General 2D formalism

The general, two-dimensional~2D! dose-rate equation
from the 1995 TG-43 protocol is retained,

Ḋ~r ,u!5SK•L•

GL~r ,u!

GL~r 0 ,u0!
•gL~r !•F~r ,u!, ~1!

wherer denotes the distance~in centimeters! from the center
of the active source to the point of interest,r 0 denotes the
reference distance which is specified to be 1 cm in this p
tocol, andu denotes the polar angle specifying the point-
interest,P(r ,u), relative to the source longitudinal axis. Th
reference angle,u0 , defines the source transverse plane, a
is specified to be 90° orp/2 radians~Fig. 1!.

In clinical practice, source position and orientation a
identified by means of radio-opaque markers. Genera
these markers are positioned symmetrically within the sou
capsule such that the marker, the radioactivity distributi
and the capsule have the same geometric center on the
metry axis of the source. Thus, determination of the locat
of the radioisotope distribution is based upon identificat
of the radio-opaque markers. All sources discussed in
document can be accurately represented by a capsule
radio-opaque markers that are symmetric with respect to
transverse plane, which by definition bisects the act
source and specifies the origin of the dose-calculation
malism. However, Eq.~1! can accommodate sources that a
asymmetric with respect to the transverse plane. For sou
that exhibit all of the following characteristics:~i! the radio-
activity distribution is clearly asymmetric with respect to t
planes bisecting the capsule or marker;~ii ! the extent of
asymmetry is knowna priori or can be measured via imag
ing; and~iii ! the source orientation can be determined un
clinical implant circumstances~e.g., via CT or radiography!,
then the source coordinate system origin should be p
tioned at the geometric center of the radionuclide distribut
~as determined using positioning information obtained fr
the markers!, not the geometric center of the exterior surfa
of the capsule or marker. If radio-opaque markers do
facilitate identification of source orientation and the asy
metrical distribution under clinical circumstances, then
geometric center of the source must be presumed to resi
the radio-opaque marker centroid as is conventionally p
formed.

The quantities used in Eq.~1! are defined and discusse
later. This formalism applies to sources with cylindrica
symmetric dose distributions with respect to the source l
gitudinal axis. In addition, the consensus datasets prese
in Sec. IV B assume that dose distributions are symme
with respect to the transverse plane, i.e., that radioacti
distributions to either side of the transverse plane are mi
images of one another. However, this formalism is read
generalized to accommodate sources that are not symm
with respect to the transverse plane.

Equation~1! includes additional notation compared wi
the corresponding equation in the original TG-43 formalis
namely the subscript ‘‘L ’’ has been added to denote the lin
Medical Physics, Vol. 31, No. 3, March 2004
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source approximation used for the geometry function~Sec.
III A 3 !. For evaluation of dose rates at small and large d
tances, the reader is referred to Appendix C.

1. Air-kerma strength

This protocol proposes minor revisions to the definition
air-kerma strength,SK , which was first introduced by the
AAPM TG-32 report in 1987.22 Air-kerma strength has units
of mGy m2 h-1 and is numerically identical to the quantit
Reference Air Kerma Rate recommended by ICRU 38 a
ICRU 60.23,24 For convenience, these unit combinatio
are denoted by the symbolU where 1 U51 mGy m2 h21

51 cGy cm2 h21.
Air-kerma strength,SK , is the air-kerma rate,K̇d(d), in

vacuoand due to photons of energy greater thand, at dis-
tanced, multiplied by the square of this distance,d2,

SK5K̇d~d!d2. ~2!

The quantityd is the distance from the source center to t
point of K̇d(d) specification~usually but not necessarily as
sociated with the point of measurement! which should be
located on the transverse plane of the source. The distand
can be any distance that is large relative to the maxim
linear dimension of the radioactivity distribution so thatSK is
independent ofd. K̇d(d) is usually inferred from transverse
plane air-kerma rate measurements performed in a free
geometry at distances large in relation to the maximum lin
dimensions of the detector and source, typically of the or
of 1 meter. The qualification ‘‘in vacuo’’ means that the mea-
surements should be corrected for photon attenuation
scattering in air and any other medium interposed betw
the source and detector, as well as photon scattering f
any nearby objects including walls, floors, and ceilings.
course, air-kerma rate may also be calculated to sub
some of the limitations imposed on practic
measurements.25 The energy cutoff,d, is intended to exclude
low-energy or contaminant photons~e.g., characteristic
x-rays originating in the outer layers of steel or titaniu
source cladding! that increaseK̇d(d) without contributing
significantly to dose at distances greater than 0.1 cm in
sue. The value ofd is typically 5 keV for low-energy photon-
emitting brachytherapy sources, and is dependent on the
plication.

FIG. 1. Coordinate system used for brachytherapy dosimetry calculatio
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638 Rivard et al. : AAPM TG-43 update 638
In summary, the present definition ofSK differs in two
important ways from the original 1987 AAPM definition
First, the original AAPM definition ofSK did not allow for a
low-energy cutoff. Subsequent experience using free
chambers as primarySK standards clearly indicates that fa
ure to exclude nonpenetrating radiations greatly increa
measurement uncertainty and invalidates theoretical dos
try models. Second, the conditions that should prevail in
experimental determination ofSK are now explicitly stated.

2. Dose-rate constant

The definition of the dose-rate constant in water,L, is
unchanged from the original TG-43 protocol: it is the ratio
dose rate at the reference position,P(r 0 ,u0), andSK . L has
units of cGy h21 U21 which reduces to cm22,

L5
Ḋ~r 0 ,u0!

SK
. ~3!

The dose-rate constant depends on both the radionuclide
source model, and is influenced by both the source inte
design and the experimental methodology used by the
mary standard to realizeSK .

In 1999, a notation was introduced,LnnD,PqqS, to identify
both the dose-rate measurements or calculations used t
termineḊ(r 0 ,u0) and the calibration standard to which th
dose rate was normalized. The subscript ‘‘D ’’ denotesrefer-
ence dose rate, ‘‘ nn’’ denotes the year in which this refer
ence dose rate was published~either measurement or calcu
lation!, ‘‘ P’’ denotes theprovider or origin of the source
th
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3
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ns
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strength standard~e.g.,P5‘‘ N’’ for NIST, or P5‘‘ T ’’ for the
in-house calibration-standard of Theragenics Corporatio!,
‘‘ qq’’ denotes the year in which this source strength stand
was implemented, and the ‘‘S’’ subscript denotes the word
standard.7 For example,L97D,N99S indicates a dose-rate con
stant determined from dosimetry measurements publishe
1997 and normalized to anSK traceable to the 1999 NIST
standard. Additional notation may also be utilized such

TLD
6702L97D,N85S for the dose-rate constant for the model 67
source published in 1997 using TLDs and the 1985 NI
standard. These notations are useful for comparing res
from multiple investigators, and readily highlight featur
such as utilization of the calibration procedure and whet
or not influence of titaniumK-shell x rays is included.

3. Geometry function

Within the context of clinical brachytherapy dose calcu
tions, the purpose of the geometry function is to improve
accuracy with which dose rates can be estimated by inte
lation from data tabulated at discrete points. Physically,
geometry function neglects scattering and attenuation,
provides an effective inverse square-law correction ba
upon anapproximate modelof the spatial distribution of ra-
dioactivity within the source. Because the geometry funct
is used only to interpolate between tabulated dose-rate va
at defined points, highly simplistic approximations yield su
ficient accuracy for treatment planning. This protocol reco
mends use of point- and line-source models giving rise to
following geometry functions:
GP~r ,u!5r 22 point-source approximation,
~4!

GL~r ,u!5H b

Lr sinu
if uÞ0°

~r 22L2/4!21 if u50°

line-source approximation,
ose
for

r a
-

er.
ul-
-

ned
ing
ce

dis-
whereb is the angle, in radians, subtended by the tips of
hypothetical line source with respect to the calculation po
P(r ,u).

In principle, either the point-source or line-source mod
may be consistently implemented in both the 1D and
versions of the TG-43 formalism. In this case, the wo
‘‘consistently’’ means that the geometry function used
derivation of dose rates from TG-43 parameters should
identical to that used to prepare the radial dose function
2D anisotropy function data, including use of the same ac
length, L, used inG(r ,u). Under these conditions, TG-4
dose calculations will reproduce exactly the measured
Monte Carlo-derived dose rates from whichg(r ) andF(r ,u)
tables were derived. This protocol recommends consis
use of the line-source geometry function for evaluation of
dose distributions, and use of either point- or line-sou
geometry functions for evaluations of 1D dose distributio
e
t,

s

r
e
d
e

r

nt

e
.

Use of such simple functions is warranted since their purp
is to facilitate interpolation between tabulated data entries
duplication of the original dosimetry results.

In the case where the radioactivity is distributed ove
right-cylindrical volume or annulus, this protocol recom
mends taking active length to be the length of this cylind
For brachytherapy sources containing uniformly spaced m
tiple radioactive components,L should be taken as the effec
tive length,Leff , given by

Leff5DS3N, ~5!

whereN represents the number of discrete pellets contai
in the source with a nominal pellet center-to-center spac
DS. If Leff is greater than the physical length of the sour
capsule~usually ;4.5 mm), the maximum separation~dis-
tance between proximal and distal aspects of the activity
tribution! should be used as the active length,L. This tech-
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nique avoids singularities in evaluatingG(r ,u) for points of
interest in tissue which are located on the hypothetical
source just beyond the tip and end of the physical sourc

More complex forms of the geometry function have a ro
in accurately estimating dose at small distances outside
tabulated data range, i.e., extrapolatingg(r ) and F(r ,u) to
small distances.26,27 Use of such expressions is permitte
However, most commercial brachytherapy treatment pl
ning systems support only point- or line-source geome
functions. Therefore, it is the responsibility of the physic
to transform the tabulated TG-43 parameters given in
protocol, which are based upon point- and line-source
proximations, to a format consistent with more complex g
ometry functions that may be available on their treatm
planning systems.28–30

4. Radial dose function

The radial dose function,gX(r ), accounts for dose fall-off
on the transverse-plane due to photon scattering and att
ation, i.e., excluding fall-off included by the geometry fun
tion. gX(r ) is defined by Eq.~6!, and is equal to unity atr 0

51 cm.

gX~r !5
Ḋ~r ,u0!

Ḋ~r 0 ,u0!

GX~r 0u0!

GX~r ,u0!
. ~6!

The revised dose-calculation formalism has added the
script ‘‘X’’ to the radial dose function and geometry functio
to indicate whether a point-source, ‘‘P, ’’ or line-source,
‘‘ L, ’’ geometry function was used in transforming the da
Consequently, this protocol presents tables of bothgP(r ) and
gL(r ) values.

Equation~7! corrects a typographical error in the origin
TG-43 protocol.31 While table lookup via linear interpolation
or any appropriate mathematical model fit to the data may
used to evaluategX(r ), some commercial treatment plannin
systems currently accommodate a fifth-order polynomia
to the tabulatedg(r ) data. Since this type of polynomial fi
may produce erroneous results with large errors outside
radial range used to determine the fit, alternate fitting eq
tions have been proposed which are less susceptible to
effect,32

gX~r !5a01a1r 1a2r 21a3r 31a4r 41a5r 5. ~7!

Parametersa0 througha5 should be determined so that the
fit the data within62%. Also, the radial range over whic
the fit meets this specification should be clearly specified

5. 2D anisotropy function

The 2D anisotropy function,F(r ,u), is defined as

F~r ,u!5
Ḋ~r ,u!

Ḋ~r ,u0!

GL~r ,u0!

GL~r ,u!
. ~8!

Other than inclusion of the subscriptL, this definition is
identical to the original TG-43 definition.1 The 2D anisot-
ropy function describes the variation in dose as a function
polar angle relative to the transverse plane. WhileF(r ,u) on
the transverse plane is defined as unity, the value ofF(r ,u)
e
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e
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f

off the transverse plane typically decreases as~i! r decreases,
~ii ! asu approaches 0° or 180°,~iii ! as encapsulation thick
ness increases, and~iv! as photon energy decreases. Ho
ever,F(r ,u) may exceed unity atuu290°u.6arcsin(L/2r )
for right-cylinder sources coated with low-energy phot
emitters due to screening of photons by the active elemen
angles towards the transverse plane.

As stated earlier, the active length,L, used to evaluate
GL(r ,u) in Eq. ~4! shall be the sameL used to extractgL(r )
and F(r ,u) from dose distributions via Eqs.~6! and ~8!,
respectively. Otherwise, significant errors in dosimetry
sults at small distances may arise. For example, ar
50.5 cm, a change inL from 3 to 5 mm results in a 5%
change inGL(r ,u0).

B. General 1D formalism

While a 1D isotropic point-source approximation@Eq. ~9!#
only approximates the true complex 2D dose distribution
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640 Rivard et al. : AAPM TG-43 update 640
lization of the 1D dosimetry formalism presented in Eq.~12!,
or other formalisms that inconsistently apply the geome
function,are not recommended.

1. 1D anisotropy function

The 1D anisotropy function,fan(r ), is identical to the
anisotropy factor defined by the original TG-43 protocol.
a given radial distance,fan(r ) is the ratio of the solid angle
weighted dose rate, averaged over the entire 4p steradian
space, to the dose rate at the same distancer on the trans-
verse plane, see Eq.~13!,

fan~r !5
*0

pḊ~r ,u!sin~u!du

2Ḋ~r ,u0!
. ~13!

Note that one should integrate dose rate, not the values o
2D anisotropy function to arrive atfan(r ).

With consistent use of the geometry function, both E
~10! and~11! will exactly reproduce the solid-angle weighte
dose rate at a givenr . Of the two, Eq.~11! is recommended
because the line-source geometry function will provide m
accurate interpolation and extrapolation at small distan
The accuracy achievable using the 1D formalism for pros
implants was reported by Lindsayet al.,33 and Corbett
et al.34

For brachytherapy treatment planning systems that do
permit entry offan(r ), Eqs.~10! or ~11! can still be imple-
mented by carefully modifyinggX(r ) to includefan(r ) as
shown in Eq.~14!. These modified dosimetry paramete
g8(r ) and f̄an8 , are defined as

g8~r !5gX~r !•fan~r !,

f̄an8 51. ~14!

While TG-43 introduced the anisotropy constant,f̄an,
LIBD no longer recommends its use. This is discussed
greater detail in Appendix D.

IV. CONSENSUS DATASETS FOR CLINICAL
IMPLEMENTATION

The 125I and 103Pd source models reviewed in this prot
col ~Fig. 2! satisfied the AAPM recommendations that co
prehensive~2D! reference-quality dose-rate distribution da
be accepted for publication by a peer-reviewed scien
journal on or before July 15, 2001. Appropriate publicatio
can report either Monte Carlo, or experimentally deriv
TG-43 dosimetry parameters. As many as 12 sets of inde
dently published data per source model were evaluated
ing preparation for this report. For each source mode
single consensus dataset was derived from multiple p
lished datasets according to the following methodology.35 If
items essential to critical evaluation were omitted, the
thors were contacted for information or clarification.

~a! The peer-reviewed literature was examined to iden
candidate dose distributions for each source model
rived either from experimental measurements or Mo
Carlo simulations. Experimentally determined valu
Medical Physics, Vol. 31, No. 3, March 2004
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for the dose-rate constant (EXPL) were averaged. Sepa
rately,L values obtained using Monte Carlo techniqu
(MCL) were averaged. The consensus value reco
mended in this protocol (CONL) is the equally
weighted average of the separately averaged exp
mental and Monte CarloL values. In cases where ther
is only one experimental result and one Monte Ca
result:CONL5@EXPL1MCL#/2.

~b! Each candidate dataset was examined separately
eliminated from consideration if it was determined
have a problem, e.g., data inconsistency. Correcti
for use of a nonliquid water measurement phant
were applied if not included in the original investiga
tors’ analysis.

~c! For the 2D anisotropy function,F(r ,u), and the radial
dose function,g(r ), all candidate datasets for a give
source model were transformed using identical lin
source geometry functions to permit fair compariso
The radial dose function was corrected for nonliqu
water measurement medium if necessary. Assum
that the different datasets agreed within experimen
uncertainties, the consensus data were defined as
ideal candidate dataset having the highest resolut
covering the largest distance range, and having
highest degree of smoothness. For most source mo
examined in this protocol, the consensusF(r ,u) and
g(r ) data,CONF(r ,u) and CONg(r ), were taken from
the transformed Monte Carlo dataset.

~d! A few entries in the tabulated consensus datasets w
taken from the nonideal candidate dataset~s! to cover a
larger range of distances and angles. These data w
italicized to indicate that they were not directly con
firmed by other measurements or calculations.

~e! The 1D anisotropy function,fan(r ), was derived using
numerical integration of the dose rate, as calcula
from CONF(r ,u) dataset, with respect to solid angl

Use of the anisotropy constant,f̄an, is discouraged as
discussed in Appendix D.

~f! When scientifically justified for a given source mode
exceptions or modifications to these rules were ma
and are described later. For example, if the datas
were too noisy, they were rejected.

~g! Following tabulation ofg(r ) and F(r ,u) for all eight
source models, overly dense datasets were do
sampled to permit reasonable comparisons. Remova
a dataset point was deemed reasonable if linear in
polation using adjacent points resulted in a differen
no larger than62% of the dataset point in question
Similarly, because the various authors used differ
table grids, it was necessary to interpolate some of
data into the common mesh selected for presenting
eight datasets. Linear–linear interpolation was used
F(r ,u) datasets, and log-linear interpolation was us
for g(r ) datasets. Interpolated data are indicated
boldface.
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FIG. 2. Brachytherapy seeds examined in this report:~a! Amersham model 6702 source,~b! Amersham model 6711 source,~c! Best model 2301 source,~d!
NASI model MED3631-A/M or MED3633 source,~e! Bebig/Theragenics Corp. model I25.S06 source,~f! Imagyn model IS-12501 source, and~g! Ther-
agenics Corp. model 200 source. The titanium capsule is 0.06 mm thick for the Amersham and Theragenics seeds, while each capsule of the Best
mm thick. The capsule thickness of the remaining seeds is 0.05 mm.
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The details used to evaluate dosimetry parameters
each source were the following:

~1! internal source geometry and a description of the sou
~2! review of the pertinent literature for the source,
~3! correction coefficients for 1999 anomaly in NIST a

kerma strength measurements~if applicable!,
~4! solid water-to-liquid water corrections,
~5! experimental method used, TLD or diode,
~6! active length assumed for the geometry function lin

source approximation,
~7! name and version of the Monte Carlo transport code
~8! cross-section library used by Monte Carlo simulation
~9! Monte Carlo estimator used to score kerma or dose,
~10! agreement between Monte Carlo calculations and

perimental measurement.
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A. Source geometry variations

Source geometry and internal construction are hig
manufacturer specific. Source models vary from one ano
with regard to weld thickness and type, radioactivity carr
construction, presence of radio-opaque material with sh
or rounded edges, the presence of silver~which produces
characteristic x rays that modify the photon spectrum!, and
capsule wall thickness. All of these properties can affect
dosimetric characteristics of the source. Radioactive carr
may consist of a radio-transparent matrix, a radio-opa
object coated with radioactivity, or a radio-transparent ma
with highly attenuating radioactive coating. For example,
Amersham model 6702 and NASI model 3631-A/M sourc
utilize spherical resin carriers coated or impregnated w
radioactivity. The number of spheres varies from 3 or mo
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per source. Other sources, such as the Amersham m
6711, utilize a silver rod carrier. The amount of silver, or t
length of silver rod, varies by the source model. Graph
pellets are also used. For example, in the Theragenics
poration model 200103Pd source, the pellets are coated w
a mixture of radioactive and nonradioactive palladium.

All 125I and 103Pd source models, except for the now
obsolete model 6702 source, contain some type of ra
opaque marker to facilitate radiographic localization. For
ample, the graphite pellets of the Theragenics Corpora
source are separated by a cylindrical lead marker. Beside
obvious dependence of photon spectrum on the radioiso
used, the backing material~e.g., the radio-opaque marke!
may further perturb the spectrum. For the sources contain
125I deposited on silver, the resultant silver x rays sign
cantly modify the effective photon spectrum. These sou
construction features influence the resultant dose rate d
bution and the TG-43 dosimetry parameters to varying
grees. Accurate knowledge of internal source geometry
construction details is especially important for Monte Ca
modeling. Individual sources are briefly described later. R
erences describing each source and the TG-43 paramete
given in each section. While Sec. III presented the dosim
formalism, its applicability to the derivation of consens
datasets is given later. A detailed description for seed mo
is provided in Appendix A.

B. General discussion of TG-43 dosimetry parameters

1. Air-kerma strength standards

The NIST Wide-Angle Free-Air Chamber or WAFAC
based primary standard became available in 1998, and
used to standardize the125I sources then available~models
6702, 6711, and MED3631-A/M!. For a more detailed dis
cussion of the NIST air-kerma strength standards, includ
those based on the Ritz free-air chamber~1985! and WAFAC
~1999!, see Appendix B. The WAFAC standard shifted f
unknown reasons in 1999, and was corrected in the first
of 2000. For those sources available in 1998, the 1998
2000 WAFAC measurements agreed within estimated m
surement uncertainty. Following restoration of the WAFA
to its 1998 sensitivity in 2000, all sources initially standar
ized against WAFAC measurements performed in 1999,
the model 3631-A/M source, which had renormalized
stated strength against the WAFAC in 1999, had to be s
dardized against the corrected WAFAC measurements
implement these corrections, five sources of each type w
calibrated using the NIST WAFAC and then sent to both
accredited dosimetry calibration laboratories~ADCLs! and
the manufacturer for intercomparisons with their trans
standards. The AAPM Calibration Laboratory Accreditati
subcommittee, in conjunction with NIST, selected the NI
WAFAC calibration date as the reference date for ea
source model, converting stated source strengths to the N
WAFAC 1999 standard as corrected in 2000. This date
described on ADCL calibration reports as the vendor tra
ability date, gives the date of the WAFAC calibration me
surements to which the certified calibration is traceable.
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TABLE I. NIST standard WAFAC calibration dates for air kerma strength for each manufacturer, and dose rate constant values. Note that for a giv
type, the % change inL from the 1999 value is not necessarily equal to the average % change in air-kerma strength due the 1999 NIST WAFAC
because some of theL values were calculated based on air-kerma strength measurements of a single seed.

Manufacturer and source type
NIST date used by ADCL

and NIST as standard
CONL

@cGy•h21
•U21#

% difference inL
from 1999 value

Amersham 6702 125I April 15, 1998 1.036 N/A
Amersham 6711 125I April 15, 1998 0.965 N/A
Best Industries 2301 125I August 18, 2000 1.018 13.3%
NASI MED3631-A/M 125I June 30, 2001 1.036 11.0%
Bebig/Theragenics I25.S06 125I January 27, 2001 1.012 12.2%
Imagyn IS-12501 125I October 21, 2000 0.940 13.5%
Theragenics 200 103Pd July 8, 2000 0.686 14.0%
NASI MED3633 103Pd April 23, 2001 0.688 14.3%
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small manufacturing changes on the uncertainty of calcula
dose-rate distributions. Therefore, the use of Monte Ca
values without confirmation by experimental studies
highly undesirable. Drawbacks of TLD dosimetry include~a!
limited precision of repeated readings and spatial resolut
~b! a large and somewhat uncertain relative energy respo
correction; ~c! failure of most investigators to monitor o
control the composition of the measurement medium.
these reasons, the LIBD recommends using an equ
weighted average of the average measured~e.g., using
TLDs! and average calculated~e.g., Monte Carlo derived!
values ~see Table I for each source! since the two recom-
mended dosimetry characterization techniques have com
mentary strengths and limitations.

The values in Table I are the average of experimental
Monte Carlo results, e.g.,CONL, for each source model. Ex
perimental results normalized to the 1985 Loftus NIST st
dard have been corrected to agree with the NIST WAF
1999 standard as corrected in 2000.158 In those cases wher
the authors did not correct for differences between Solid W
ter™ and liquid water, corrections were applied based
Williamson’s Monte Carlo calculations.37 Also, a number of
the cited experimental dosimetry papers published dose
constants are normalized to WAFAC measurements
formed in 1999. In these cases, appropriate corrections w
made to the published dose-rate constant values.

3. Radial dose function

For each source, Monte Carlo values ofg(r ) were graphi-
cally compared with experimental values. A comparison
the Monte Carlo and experimentalg(r ) results were ex-
pected to show an average agreement of610%. While the
observed differences were typically,5% for r<5 cm, sys-
tematic differences as large as 10% were observed due to
of outdated Monte Carlo cross-section libraries. Experim
tal values are difficult to measure atr ,1 cm, but Monte
Carlo calculation of dose rate values are often available
smaller distances. In each case, the most complete da
~typically Monte Carlo values! was used since values we
more readily available over a larger range of distances~es-
pecially at clinically significant distances closer than 1 c!
than provided by experimental measurements. TheCONg(r )
data for all 125I and 103Pd sources and for line- and poin
Medical Physics, Vol. 31, No. 3, March 2004
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source geometry functions are presented in Tables II and
respectively. Details used in the determination ofg(r ) for
each source model are provided in Appendix A.

4. 2D anisotropy function

Because Monte Carlo based datasets generally have s
rior smoothness, spatial and angular resolution, and dista
range, all anisotropy functions recommended in this proto
are derived from Monte Carlo results which have been v
dated by comparison to less complete experimental data
A graphical comparison of datasets was performed, and
agreement between the Monte Carlo datasets and the ex
mental datasets was again expected to be610%. For u
.30°, observed differences between the datasets were
cally ,5% with a maximum of about 9%. Foru<30°, dif-
ferences were larger~typically ;10% with maximum
;17%), and are attributed to volume averaging and
high-dose-rate gradient near the source longitudinal-axis
well as uncertainties in the source geometry assumed
Monte Carlo simulations. Tables IV–XI present theF(r ,u)
andfan(r ) data for the sources examined herein.

C. Uncertainty analysis

Most of the experimental and computational investig
tions, especially those published prior to 1999, failed to
clude a rigorous uncertainty analysis. Thus, the AAPM r
ommends that the generic uncertainty analysis described
Table XII, based on the best estimate of uncertainty of
measured dose rate constants used to compute theCONL val-
ues recommended by this report, should be included he
forth. In the future, the AAPM recommends that dosime
investigators include rigorous uncertainty analyses, spec
to their methodology employed, in their published article
Table XII, based on the works of Gearheartet al.38 and Nath
and Yue,39 assigns a total 1s uncertainty of 8%–9% to TLD
measurements of dose-rate constant and an uncertain
5%–7% to measurements of relative quantities.

Based on results of Monroe and Williamson,37,40 purely
Monte Carlo estimates of the transverse-axis dose-rate
unit air-kerma strength typically have uncertainties
2%–3% at 1 cm and 3%–5% at 5 cm, depending on the t
and magnitude of internal seed geometric uncertaint
Since relatively little has been published on estimation
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TABLE II. Consensusg(r ) values for six125I sources. Interpolated data are boldface, and italicized data are nonconsensus data obtained from c
datasets.
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systematic~type B! uncertainties of Monte Carlo-based do
estimation, the following sections apply the principles of u
certainty analysis, as outlined in NIST Technical No
1297,41 to estimation of total uncertainty of Monte Car
dose-rate constants,MCL, Monte Carlo radial dose function

MCg(r ), consensus dose-rate constants,CONL, and absolute
transverse-axis dose as evaluated by the dosimetric pa
eters recommended by this report.

NIST Report 1297 recommends using the Law of Pro
gation of Uncertainty~LPU! to estimate the uncertainty of
quantityy, that has a functional dependence on measure
estimated quantitiesx1 ,...,xN , as follows:
-

m-
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or

y5 f ~x1 ,...,xN!,
~15!
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wheresxi ,xj
~assumed zero here! represents the covarianc

of the two variables. For each dosimetric quanti
Y(L,g(r ), etc.!, the total percent uncertainty, %sY , is con-
sidered to be composed of three sources: type B uncerta
due to uncertainty of the underlying cross sections, %sYum ;
type B uncertainties arising from uncertainty of the seed g
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TABLE IV. F(r ,u) for Amersham model 6702.

Polar angle
u ~degrees!

r @cm#

0.5 1 2 3 4 5

0 0.385 0.420 0.493 0.533 0.569 0.58
5 0.413 0.472 0.546 0.586 0.613 0.63

10 0.531 0.584 0.630 0.660 0.681 0.69
15 0.700 0.700 0.719 0.738 0.749 0.75
20 0.788 0.789 0.793 0.805 0.810 0.81
30 0.892 0.888 0.888 0.891 0.892 0.89
40 0.949 0.948 0.944 0.944 0.944 0.94
50 0.977 0.973 0.967 0.967 0.967 0.96
60 0.989 0.985 0.983 0.983 0.983 0.98
70 0.996 0.992 0.990 0.990 0.990 0.99
80 1.000 0.998 0.998 0.998 0.998 0.99

fan(r ) 0.986 0.960 0.952 0.951 0.954 0.95

TABLE V. F(r ,u) for Amersham model 6711.

Polar angle
u ~degrees!

r @cm#

0.5 1 2 3 4 5

0 0.333 0.370 0.442 0.488 0.520 0.55
5 0.400 0.429 0.497 0.535 0.561 0.58

10 0.519 0.537 0.580 0.609 0.630 0.64
20 0.716 0.705 0.727 0.743 0.752 0.76
30 0.846 0.834 0.842 0.846 0.848 0.85
40 0.926 0.925 0.926 0.926 0.928 0.92
50 0.972 0.972 0.970 0.969 0.969 0.96
60 0.991 0.991 0.987 0.987 0.987 0.98
70 0.996 0.996 0.996 0.995 0.995 0.99
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TABLE VII. F(r ,u) for NASI model MED3631-A/M.

Polar angle
u ~degrees!

r @cm#

0.25 0.5 1 2 5 10

0 1.038 0.690 0.702 0.667 0.718 0.77
10 0.984 0.700 0.662 0.676 0.728 0.75
20 0.916 0.761 0.747 0.764 0.794 0.81
30 0.928 0.854 0.846 0.852 0.871 0.87
40 0.941 0.909 0.906 0.909 0.918 0.91
50 0.962 0.949 0.949 0.950 0.958 0.95
60 0.975 0.975 0.975 0.975 0.983 0.97
70 0.991 0.989 0.992 0.990 0.993 0.98
80 0.999 0.999 1.003 0.996 0.998 0.99

fan(r ) 1.288 1.008 0.952 0.945 0.948 0.94

TABLE VIII. F(r ,u) for Bebig/Theragenics model I25.S06. Italicized data are nonconsensus data obtaine
candidate datasets.

Polar angle
u ~degrees!

r @cm#

0.25 0.5 1 2 3 4 5 7

0 0.302 0.429 0.512 0.579 0.610 0.631 0.649 0.684
5 0.352 0.436 0.509 0.576 0.610 0.635 0.651 0.689

10 0.440 0.476 0.557 0.622 0.651 0.672 0.689 0.721
20 0.746 0.686 0.721 0.757 0.771 0.785 0.790 0.807
30 0.886 0.820 0.828 0.846 0.857 0.862 0.867 0.874
40 0.943 0.897 0.898 0.907 0.908 0.913 0.918 0.912
50 0.969 0.946 0.942 0.947 0.944 0.947 0.949 0.946
60 0.984 0.974 0.970 0.974 0.967 0.966 0.967 0.976
70 0.994 0.989 0.988 0.990 0.984 0.985 0.987 0.994
80 0.998 0.998 0.998 1.000 0.994 1.000 0.993 0.999

fan(r ) 1.122 0.968 0.939 0.939 0.938 0.940 0.941 0.949

TABLE IX. F(r ,u) for Imagyn model IS-12501. Italicized data are nonconsensus data obtained from can
datasets.

Polar angle
u ~degrees!

r @cm#

1 2 3 5 7

0 0.241 0.337 0.362 0.424 0.454
10 0.327 0.399 0.440 0.486 0.510
20 0.479 0.532 0.563 0.584 0.581
30 0.634 0.663 0.681 0.706 0.700
40 0.768 0.775 0.786 0.806 0.776
50 0.867 0.870 0.878 0.875 0.849
60 0.946 0.944 0.944 0.943 0.913
70 0.986 0.985 0.987 0.974 0.955
80 0.998 0.994 1.004 0.981 0.956

fan(r ) 0.867 0.886 0.894 0.897 0.879
l. 31, No. 3, March 2004
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TABLE X. F(r ,u) for Theragenics Corp. model 200. Italicized data are nonconsensus data obtained from candidate datasets.

Polar angle
u ~degrees!

r ~cm!

0.25 0.5 0.75 1 2 3 4 5 7.5

0 0.619 0.694 0.601 0.541 0.526 0.504 0.497 0.513 0.547
1 0.617 0.689 0.597 0.549 0.492 0.505 0.513 0.533 0.580
2 0.618 0.674 0.574 0.534 0.514 0.517 0.524 0.538 0.568
3 0.620 0.642 0.577 0.538 0.506 0.509 0.519 0.532 0.570
5 0.617 0.600 0.540 0.510 0.499 0.508 0.514 0.531 0.571
7 0.579 0.553 0.519 0.498 0.498 0.509 0.521 0.532 0.568

10 0.284 0.496 0.495 0.487 0.504 0.519 0.530 0.544 0.590
12 0.191 0.466 0.486 0.487 0.512 0.529 0.544 0.555 0.614
15 0.289 0.446 0.482 0.490 0.523 0.540 0.556 0.567 0.614
20 0.496 0.442 0.486 0.501 0.547 0.568 0.585 0.605 0.642
25 0.655 0.497 0.524 0.537 0.582 0.603 0.621 0.640 0.684
30 0.775 0.586 0.585 0.593 0.633 0.654 0.667 0.683 0.719
40 0.917 0.734 0.726 0.727 0.750 0.766 0.778 0.784 0.820
50 0.945 0.837 0.831 0.834 0.853 0.869 0.881 0.886 0.912
60 0.976 0.906 0.907 0.912 0.931 0.942 0.960 0.964 0.974
70 0.981 0.929 0.954 0.964 0.989 1.001 1.008 1.004 1.011
75 0.947 0.938 0.961 0.978 1.006 1.021 1.029 1.024 1.033
80 0.992 0.955 0.959 0.972 1.017 1.035 1.046 1.037 1.043
85 1.007 0.973 0.960 0.982 0.998 1.030 1.041 1.036 1.043

fan(r ) 1.130 0.880 0.859 0.855 0.870 0.884 0.895 0.897 0.918
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metric model, %sYugeo; and the type A statistical uncertaint
%sYus inherent to the Monte Carlo technique. Applying E
~15!, one obtains

%sY5A%sYum
2 1%sYugeo

2 1%sYus
2

5AS %
]Y

]m D 2

%sm
2 1S %

]Y

]geoD
2

%sYugeo
2 1%sYus

2 ,

~16!

where the relative uncertainty propagation factor is defin
as

%
]Y

]x
[

x

Y

]Y

]x
. ~17!

The variablex denotes either the cross-section value,m, or
geometric dimension, geo, of interest. The uncertainties e
Medical Physics, Vol. 31, No. 3, March 2004
d

ti-

mated here are standard uncertainties, having a coverage
tor of unity, approximating a 68% level of confidence.

1. L uncertainty

The influence of cross-section uncertainty was deriv
from the Monte Carlo data published by Hedtjarnet al.42

This paper gives Monte Carlo estimates ofL andg(r ) cal-
culated for two different cross-section libraries, DLC-9
~circa 1983! and DLC-146~1995!. The photoelectric cross
sections of the two libraries differ by about 2% betwe
1–40 keV, corresponding to a 1.1% change inm for the mean
photon energy emitted by125I. Using these data to numeri
cally estimate the derivative in Eq.~17!, one obtains
%]L/]m50.68. Assuming that %sm52%,43 then uncer-
tainty in L due only to cross-section uncertainty, %sLum , is
1.4%.
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TABLE XI. F(r ,u) for NASI model MED3633.

Polar angle
u ~degrees!

r @cm#

0.25 0.5 1 2 5 10

0 1.024 0.667 0.566 0.589 0.609 0.73
10 0.888 0.581 0.536 0.536 0.569 0.64
20 0.850 0.627 0.603 0.614 0.652 0.71
30 0.892 0.748 0.729 0.734 0.756 0.78
40 0.931 0.838 0.821 0.824 0.837 0.85
50 0.952 0.897 0.890 0.891 0.901 0.90
60 0.971 0.942 0.942 0.940 0.948 0.93
70 0.995 0.976 0.974 0.973 0.980 0.97
80 1.003 0.994 0.997 0.994 1.000 0.98

fan(r ) 1.257 0.962 0.903 0.895 0.898 0.91
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TABLE XII. Generic uncertainty assessment for experimental measurements using TLDs, and Monte
methods for radiation transport calculations. Type A and B uncertainties correspond to statistical and sys
uncertainties, respectively. All values provided are for 1s.

TLD uncertainties
Component Type A Type B

Repetitive measurements 4.5%
TLD dose calibration~including linac calibration! 2.0%
LiF energy correction 5.0%
Measurement medium correction factor 3.0%
Seed/TLD positioning 4.0%

Quadrature sum 4.5% 7.3%
Total uncertainty 8.6%
ADCL SK uncertainty 1.5%

Total combined uncertainty inL 8.7%

Monte Carlo uncertainties
Component r 51 cm r 55 cm

Statistics 0.3% 1.0%
Photoionizationa

Cross-sections~2.3%!
1.5% 4.5%

Seed geometry 2.0% 2.0%
Source energy spectruma 0.1% 0.3%

Quadrature sum 2.5% 5.0%

aOn the transverse plane.
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Estimation of geometric uncertainty, %sLuG , is a com-
plex and poorly understood undertaking. Each source de
is characterized by numerous and unique geometric par
eters, most of which have unknown and potentially cor
lated probability distributions. However, a few papers in t
literature report parametric studies, in which the sensitiv
of dosimetric parameters to specified sources of geome
variability is documented. For example, Williamson h
shown that the distance between the two radioactive sph
cal pellets of the DraxImage125I source varies from 3.50 to
3.77 mm.44 This leads to a source-orientation depend
variation of approximately 5% in calculated dose-rate c
stant. Rivard published a similar finding for the NASI mod
MED3631-A/M 125I source.45 If this phenomenon is modele
by a Type B rectangular distribution bounded by the mi
mum and maximumL values, the standard uncertainty
given by

%sLugeo5100
uLmax2Lminu

2L̄)
. ~18!

For the DraxImage source, Eq.~18! yields a %sLugeo

51.4%. For the Theragenics Corporation Model 200 se
Williamson has shown thatL is relatively insensitive to Pd
metal layer thickness or end weld configuration.46 Thus 2%
seems to be a reasonable and conservative estimat
%sLugeo.

The reported statistical precision of Monte CarloL esti-
mates ranges from 0.5% for Williamson’s recent studies
3% for Rivard’s MED3631-A/M study.44,45Thus for a typical
Williamson study, one obtains a %sL of 2.5%. Using the
%sLus reported by each investigator along with the stand
l. 31, No. 3, March 2004
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%sLugeo and %sLum values, discussed above, %sL varies
from 2.5% to 3.7% for the eight seeds described in this
port. Thus, assuming a standard or generic %sL of 3% for
all Monte Carlo studies seems reasonable.

2. CONL uncertainty

This report defines the consensus dose-rate constant

CONL5a•EXPL1~12a!•MCL,

wherea50.5. Applying the LPU law from Eq.~15!, obtains

%s
CONL
2 5a2S EXPL

CONL D 2

%s
EXPL
2

1~12a!2S MCL

CONL D 2

%s
MCL
2 1~%sB!2. ~19!

%sB is an additional component of uncertainty inCONL due
to the possible bias in the average of the results of exp
mental and Monte Carlo methods, and is modeled by a T
B rectangular distribution, bounded byEXPL andMCL.47 The
biasB is assumed to be equal to zero, with standard un
tainty given by %sB5100uEXPL2MCLu/(2)CONL). For
the various seed models presented in this protocol, %sB var-
ies from 0.4% to 1.5%, depending on the magnitude of
discrepancy between Monte Carlo and TLD results. Assu
ing %s

EXPL58.7% along with model-specific %s
MCL and

%sB values, %s
CONL varies from 4.6% to 5.0%. Thus fo

the purposes of practical uncertainty assessment, a m
independent %s

CONL value of 4.8% is recommended.
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As common in the field of metrology, future changes a
improvements to the NIST WAFAC air-kerma strength me
surement system and other calibration standards are
pected, and may somewhat impact dose rate constant va
For example, the international metrology system has rece
revised the60Co air-kerma standard for teletherapy beam
Consequently, NIST has revised its60Co air-kerma standard
effective July 1, 2003 by about 1% due to new, Monte Ca
based wall corrections (kwall) for graphite-wall ionization
chambers. Changes in the NIST60Co air-kerma strength
standard, which is the basis for AAPM TG-51 telethera
beam calibrations, will only affect~i! detectors calibrated
using either60Co beams directly, or~ii ! detectors calibrated
using high-energy photon beams~e.g., 6 MV! calibrated with
ionization chambers which were themselves calibrated u
the 60Co standard. As long as these changes are sma
comparison to the aforementioned value of 8.7%, the clin
medical physicist need not be immediately concerned.

3. g „r … uncertainty

For the sources considered in this report, except for
NASI model MED3631-A/M125I source, the Monte Carlo
derived values,MCg(r ), were adopted as the consens
dataset for radial dose function,CONg(r ). For this one seed
theCONg(r ) values were based on diode measurements b
et al.48 Therefore, an uncertainty analysis of bothMCg(r )
andEXPg(r ) are presented separately.

SinceMCg(r ) is a relative quantity that is not combine
d
-
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es.
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effects of anisotropy; the analysis presented herein is ne
complete nor rigorous: the AAPM supports further resea
in the area of brachytherapy dose-calculation uncertainti

V. RECOMMENDED METHODOLOGY TO OBTAIN
BRACHYTHERAPY DOSIMETRY PARAMETERS

In this section, the AAPM recommends a list of metho
ological details that should be described in brachyther
dosimetry publications based upon either experimenta
theoretical methods, along with more prescriptive guidelin
on performing such studies. The list of key details doc
mented in this report for each study is reviewed later.
better appreciate results from a particular dosimetric m
surement and its uncertainties, the reader is referred
listing of parameters needed to assess data for T
measurements.50 Unfortunately, this level of description wa
not realized in many of the papers cited. When key data
methodological details were missing from a published pa
the author was contacted and asked to provide the mis
information.

A. General recommendations

Since publication of TG-43,1 the LIBD has published
guidelines on dosimetric prerequisites for low-ener
photon-emitting interstitial brachytherapy sources.9 The aim
of those recommendations was to assure that multiple do
etry studies, each subjected to the rigors of the peer-rev
process, were available for each source model. However,
publication gave few technical guidelines to investigat
publishing reference-quality dose-rate distributions deriv
from measurements or radiation transport calculations. Ba
on the LIBD experience of analyzing dosimetry dataset35

more detailed recommendations on dosimetry methodol
and data analysis are presented in this section. These re
mendations are intended to define minimum requirements
future source dosimetry studies so that the accuracy and
sistency of the consensus datasets may be improved.

B. Preparation of dosimetry parameters

Dosimetric parameters should be tabulated for both
and 2D dose-calculation models. This will require the inv
tigator to calculate the geometry function and the radial d
function using both point-source~1D! and line-source~2D!
geometry functions~see Sec. III A 3!. Consequently, the in
vestigator should always specify the active length used
the 2D line-source geometry function. As previously sta
in Sec. III B, Eq.~11! is the recommended formalism for th
1D approximation.

Specification of dosimetry parameters at a few distan
or angles will not allow a sufficiently complete or accura
dose reconstruction of the 2D dose distribution adequate
clinical implementation. In many instances, the underly
dose distribution will have high gradients. Inadequate spa
resolution may result in inaccurate interpolation by brac
therapy treatment planning systems, unnecessarily giv
er
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rise to dose-delivery errors. Therefore, it is necessary to
ommend minimum spatial resolutions and ranges for wh
these parameters should be specified.

1. Air-kerma strength

For experimental measurement of absolute dose rate
water, at least one source should have direct traceabilit
SK to the 1999 NIST WAFAC calibration standard. Oth
sources used in the experiment should have a precisely tr
ferred air-kerma strength using high-precision transfer
vices such as well-characterized well-ionization chamb
and secondary standards maintained by the investigato
well as the manufacturer’s laboratories. The investigator
ing experimental techniques should state the NISTSK cali-
bration uncertainty in the evaluation ofL. Use of another
source,even the same model, to cross-calibrate dosimeter
for the determination ofL is highly discouragedsince un-
certainties propagate and hidden errors may exist.

2. Dose-rate constant

The experimental investigator should rigorously cont
and try to minimize all detector response artifacts such
dose-rate dependence, dose response nonlinearity, energ
pendence, volumetric averaging, temporal stability of re
ings and calibration coefficients, and accuracy of detec
positioning both in the source measurement setup and
detector calibration setup. These issues should be discu
in the measurement methodology section of the publis
paper, and a rigorous uncertainty analysis should also be
vided.

Experimentally,L is evaluated by taking the ratio of th
absolute dose rate,Ḋ(r 0 ,u0) ~the only absolute dose rat
required to define TG-43 dosimetry parameters! and the mea-
sured air-kerma strength of the source, decayed to the tim
dose-rate measurement. Typically 8–10 sources are u
with at least one source having direct traceability to a NI
calibration. At least 15 measurements ofḊ(r 0 ,u0) are gen-
erally performed. For example, multiple measurements
Ḋ(r 0 ,u0) around a ist1n-
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The parameterḋ(r 0 ,u0) is the dose rate per history est
mated using Monte Carlo methods at the reference posit
andsK is the air-kerma strength per history estimated us
Monte Carlo methods. Note the lower-case notation use
differentiate the normalized parameter, e.g., dose rate per
tory (cGy h21 history21) as compared to absolute dose ra
(cGy h21). Although Monte Carlo studies are potential
free from experimental artifacts such as positioning unc
n,
g
to
is-
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TABLE XIV. Composition~percent mass! of air as a function of relative humidity at a pressure of 101.325 k

Relative humidity
~%! Hydrogen Carbon Nitrogen Oxygen Argon

0 0.0000 0.0124 75.5268 23.1781 1.2827
10 0.0181 0.0124 75.4048 23.2841 1.2806
40 0.0732 0.0123 75.0325 23.6077 1.2743
60 0.1101 0.0123 74.7837 23.8238 1.2701

100 0.1842 0.0122 74.2835 24.2585 1.2616
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5. 1D anisotropy function

To derive 1D anisotropy function data, a solid-ang
weighted-average of the relative dose rates, uncorrecte
the geometry function, should be performed over all ang
When examining small radii whereu50° or 180° would
place the calculation point within the source, the weight
should exclude the capsule/source volume and include
the volume outside the encapsulation. This is easily ca
lated for radii, r , less than half the capsule length whe
r sinu.rcap, wherer cap is the outer radius of the capsule.

C. Reference data and conditions for brachytherapy
dosimetry

1. Radionuclide data

Since publication of the 1995 TG-43 protocol, the ha
lives, abundances and energies of photons emitted by u
tered 125I and 103Pd sources have been re-evaluated
NIST.52–55The currently recommended values are presen
in Table XIII. These values should be used to interpret fut
experimental measurements and as source spectra in M
Carlo calculations. The recommended125I half-life is un-
changed from the original TG-43 protocol. Differences b
tween the recommended103Pd half-life and that reported in
TG-43 yield differences in the decay corrections exceed
1% only for decay times.200 days. Of note is that the125I
spectrum should now be described in terms of five differ
photon energies~previously three! with a 5% increase in the
number of photons per decay~previously 1.40!. The 103Pd
emission spectrum should now be described in terms of e
discrete photon emissions~previously two! with a 4% de-
crease in the number of photons per decay~previously 0.8!.
Although the relative number of high-energy photons em
ted by 103Pd is low, their contribution to dose at distanc
beyond 10 cm can be clinically relevant and should also
considered for shielding calculations and exposure-con
procedures.56

2. Reference media

Water continues to be the recommended medium for
erence dosimetry of interstitial brachytherapy sources.
dosimetry calculations and measurements, it may be ne
sary to know the composition of various forms of water a
air. Pure, degassed water is composed of two parts hydro
atoms and one part oxygen atoms, with a mass densit
0.998 g cm23 at 22 °C. Reference conditions for dry air a
taken as 22 °C and 101.325 kPa~760 mm Hg! with a mass
l. 31, No. 3, March 2004
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density of 0.001 196 g cm23. Since the composition of ai
may change as a function of relative humidity, Table XIV
provided to account for this effect.57,58 The proportion by
weight of water in air of 100% relative humidity varies on
between 1% and 2%, for temperatures between 16 °C
26 °C and pressures between 735 mm Hg and 780 mm
The change in mass density of saturated air is no more
a 1% reduction with respect to that for dry air, over th
range of temperatures and pressures. Thus, the mass de
will be set at 0.001 20 g cm23 for both dry and moist air. For
Monte Carlo calculations, the recommended relative hum
ity is 40%, which corresponds to the relative humidity in
air-conditioned environment where measurements should
carried out.

D. Methodological recommendations for experimental
dosimetry

Compared to Monte Carlo theorists who may idealize
ality by a theoretic construct, the experimental investiga
should address the variability that represents the clinical
vironment. The experimental study should investigate a r
sonably large sample of sources received from multiple sh
ments at different stages of the production stream from
manufacturer.

1. Detector choice

LiF TLD remains the method of choice for the experime
tal determination of TG-43 dosimetry parameters for lo
energy photon-emitting brachytherapy sources.59–63 While a
variety of other experimental dosimeters such as diodes,
mond detectors, miniature ionization chambers, plastic s
tillators, liquid ionization chambers, polymer gels, radi
graphic and radiochromic film, and chemical dosimet
have been used for brachytherapy dosimetry,48,49,64–80their
validity for obtaining brachytherapy dosimetry paramete
has not yet been convincingly demonstrated for abso
dose-rate measurements near low-energy photon-emi
brachytherapy sources. For dosimetry parameters base
relative measurements, some of these other dosimeters
been successfully used. Diode detectors, in particular,
well established for relative measurements.65,68,70For 125I, Li
et al. has shown that the relative energy-response correct
although large, is independent of the point of measuremen49

However, validity of the results of absolute and relative d
simetry parameters using these experimental dosime
~other than LiF TLDs and diodes! remains to be demon
strated through comparison of results with established Mo
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Carlo and experimental techniques using well-character
125I or 103Pd sources~such as those contained in this prot
col!. Multiple publications of results in peer-review journa
by independent investigators~see thesecond meaningof ‘‘in-
dependent studies’’ in Sec. V F! are desirable to demonstra
independence and consistency. Therefore, use of these
perimental dosimeters is an area of future research of sig
cant scientific value. For measuring brachytherapy dosim
parameters, detectors should have the following properti

~a! Detectors should have a relatively small active volu
such that effects of averaging of high-gradient do
fields over this volume are negligible or are accurat
accounted for by correction coefficients.

~b! A well-characterized energy-response function su
that differences between the calibration energy and
perimentally measured energy are either negligible
may be quantitatively accounted for.

~c! Sufficient precision and reproducibility to permit dos
rate estimation with 1s statistical~Type A! uncertain-
ties <5%, and 1s systematic uncertainties,7%. For
example, TLD statistical uncertainties may be im
proved through repeated measurement at a given l
tion, and systematic uncertainties may be improv
through measuring chip-specific calibration coef
cients. Typical statistical and systematic uncertaint
for 13131 mm3 TLD-100 chips are 4% and 7%, re
spectively, with total combined uncertainties
7–9 %.81 Therefore, 13131 mm3 TLD-100 chips are
considered a valid detector to perform the aforem
tioned absolute and relative measurements.

Because none of the experimental dosimeters satisfy
above prerequisites for absolute dose measurement, LiF
moluminescent dosimetry is currently the method of cho
for experimental determination of the dose-rate constant
is the most extensively~but not only! validated methodology
for relative dose measurement. Several important issue
TLD dosimetry are discussed in more detail in the followi
section.

2. Medium and energy response characterization

It is necessary that the measurement medium should
be well characterized.82 While epoxy-based substitutes fo
water, such as Solid Water™ by Gammex-RMI or Virtu
Water™ by MED-TEC Inc., have liquid–water conversio
coefficients that differ from unity by less than 5% for hig
energy teletherapy beams, coefficients range from within
to 15% from unity for low-energy photon-emitting source
Recently, the measured calcium concentration of Solid W
ter™ was found to have deviated from the vendor’s spec
cation by as much as 30%.59 Therefore, when Solid Water™
is used in experimental dosimetry, the atomic composition
the material used should be measured and correction co
cients based on the measured composition of Solid Wate
should be used. Although Solid Water™ is the most wid
used material for TG-43 reference dosimetry, it has sev
shortcomings. In addition to concerns over the constanc
Medical Physics, Vol. 31, No. 3, March 2004
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its composition, Solid Water™ and similar water substitu
require solid-to-liquid water conversion corrections rangi
from within 5% to 15% from unity in the 1–5 cm range
Alternative materials need to be researched by future inv
tigators. Because some of the low-Z media such as polysty
rene, polymethylmethacrylate, or plastic water~model
PW2030 by Computerized Imaging Reference Systems, I!
generally have more uniform and better-characterized c
positions, these media may be possible candidates for fu
low-energy photon-emitting brachytherapy dosimetry stu
ies. However, values for their plastic-to-water conversion
efficients, which are expected to be larger than correspo
ing Solid Water™ corrections, need to be accurat
determined for dosimetrically well-characterized sour
models, such as those covered in this protocol, and valid
by independent investigators in peer-reviewed publicatio

The relative energy response correction,E(r ), is the larg-
est single source of Type B~systematic! uncertainty for TLD
and other secondary dosimeters used in brachytherapy
simetry. It is defined as the ratio of TLD response per u
dose in water medium at positionr in the brachytherapy
source geometry, to its response per unit dose in the cali
tion geometry, usually a calibrated60Co or 6 MV x-ray
beam.83 In general, E(r ) depends on source-to-detect
distance,83 r , and may include corrections for volume ave
aging ~influence of dose gradients in the TLD volume!, de-
tector self-absorption, medium displacement, and conver
from the measurement medium to liquid water. Most inve
tigators treatE(r ) as a distance-independent constant,
though when it includes volume-averaging and solid-
liquid water corrections, as is often the case for Monte Ca
estimates,E(r ) varies significantly with distance.59 This cor-
rection can be evaluated by irradiating TLD detectors to
known dose in free space in a calibration low-energy x-
beam having a spectrum that matches the brachythe
spectrum of interest. For TLD-100 and liquid-water measu
ment medium, values ranging from 1.39 to 1.44 for125I,
relative to 4 MV x rays or 60Co rays, have been
reported.84–86For 125I, Meigooni et al. and Reft have shown
that E(r ) values inferred from in-air measurements depe
on TLD size.82,86 Since free-air measurements relate TL
reading to dose in a void left by removing the chip, a r
placement correction~2%–5%!, is needed to correct for the
phantom material displaced by the detector. However, p
cise measurement ofE(r ) is difficult because~i! photons
from the low-energy tail of the Bremsstrahlung spectru
bias the measurements to an unknown extent,~ii ! the limited
precision of TLD readout, and~iii ! the relatively large uncer-
tainty of ion chamber dosimetry in this energy range. Rec
authors have assigned an uncertainty of 5% toE(r ).86,87An
alternative to the experimental approach is to calculateE(r )
directly by Monte Carlo simulation.59,83 Although volume-
averaging, displacement and detector self-attenuation cor
tions can be easily included, the method assumes that T
response is proportional to energy imparted to the dete
~intrinsic linearity!, an assumption which has been que
tioned for some TLD phosphors and annealing and glo
curve analysis techniques.62 For the widely used TLD-100
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chips using Cameron annealing and readout techniques
evidence for intrinsic linearity is controversial. Daset al.
compared the Monte Carlo and the experimental free
x-ray beam approaches. Their measured relative respo
~1.42–1.48! were in good agreement~relative to stated 4%
experimental precision! with measurements reported b
other investigators and with their own Monte Car
calculations.63 However, a recent paper by Daviset al. con-
cludes the opposite, that the measured TLD-100 energy
sponse correction is underestimated by Monte Carlo calc
tions by 10% to 5% in the 24 to 47 keV energy range.88 Their
measuredE(r ) values, which have stated uncertainty
0.6%, are about 10% larger than previously repor
measurements,63,84–86 having values ranging from 1.58 t
1.61 in the103Pd–125I energy range.

In utilizing measured or Monte CarloE(r ) estimates pub-
lished by others, LIBD recommends that TLD experiment
ists confirm that the associated measurement methodo
matches their dosimetry technique with regard to TLD det
tor type and size, annealing and readout technique,
megavoltage beam calibration technique. The latter requ
accounting for differences in calibration phantom mate
and dose-specification media used by the experimentalist
assumed by the selectedE(r ) estimate. The experimentalis
should confirm the appropriate volume averaging, displa
ment, and self-absorption corrections regardless of whe
they are included inE(r ) or applied separately. Finally, fur
ther research is needed to resolve the discrepancy betw
publishedE(r ) values, to identify the appropriate role fo
transport calculations in TLD dosimetry, and to reduce
large uncertainty associated with relative energy-respo
corrections.

3. Specification of measurement methodology

The experimental investigator should describe the follo
ing important features of the measurement materials
methods to permit assessment of the results:

~1! description of the external and internal source geome
~2! brachytherapy source irradiation geometry, orientati

and irradiation timeline,
~3! radiation detector calibration technique~including proto-

col from which the technique is derived! and energy re-
sponse function,E(r ),

~4! radiation detector~dimensions, model No., and vendo!
and readout system~e.g., electrometer unit model No
and settings, or TLD readout unit model No., vend
time-temperature profiles, and annealing program!,

~5! measurement phantom~composition, mass density, d
mensions, model No., and vendor!,

~6! phantom dimensions and use of backscatter~at least 5
cm backscatter is recommended for125I and103Pd dosim-
etry measurements!,

~7! estimation of the impact of volume averaging on t
results at all detector positions,

~8! number of repeated readings at each position, the n
ber of different sources used, and the standard devia
of the repeated readings,
Medical Physics, Vol. 31, No. 3, March 2004
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~9! NIST SK value and uncertainty used for the measur
source~s!, and

~10! uncertainty analysis section assessing statistical
systematic uncertainties and their cumulative impac

E. Methodological recommendations for Monte Carlo-
based dosimetry

Monte Carlo codes used to model photon transport
brachytherapy dose calculation should be able to support
tailed 3D modeling of source geometry and appropri
dose-estimation techniques. In addition, they should be ba
upon modern cross-section libraries and a sufficiently co
plete model of photon scattering, absorption, and second
photon creation. Codes that have been widely used for in
stitial brachytherapy dosimetry include EGS, MCNP, a
Williamson’s PTRAN code.89–91 These codes have bee
widely benchmarked against experimental measurement
each other, so that their appropriate operating parameters
limitations can be considered to be well understood.68 In
general, the AAPM recommends Monte Carlo investigat
utilize such well-benchmarked codes for brachytherapy
simetry studies intended to produce reference-quality do
rate distributions for clinical use. However, regardless of
transport code chosen and its pedigree, all investiga
should assure themselves that they are able to reproduce
viously published dose distributions for at least one wid
used brachytherapy source model. This exercise should
repeated whenever new features of the code are explo
upon installing a new code version, or as part of orientin
new user. Other radiation transport codes, including Mo
Carlo codes not previously used in brachytherapy dosime
should be more rigorously tested and documented in
peer-reviewed literature before proposing to use their res
clinically. This is especially true for other types of transpo
equation solutions, including multigroup Monte Carlo, d
crete ordinates methods,92 and integral transport solution
that have been proposed for brachytherapy dosimetry.93,94

Due to the short range of the secondary electrons p
duced by interactions from photons emitted by the radio
clides covered in this protocol, electron transport is not
quired and collision kerma closely approximates absor
dose. Since the investigator performing Monte Carlo analy
can control many features of the transport calculations, i
imperative that the salient details be described in publi
tions presenting Monte Carlo-derived brachytherapy dos
etry data. For instance, the collisional physics model sho
be described. The standard model used by experien
Monte Carlo users includes incoherent scattering correc
for electron binding by means of the incoherent scatter
factor, coherent scattering derived by applying the atom
form factor to the Thompson cross section, and expl
simulation of characteristic x-ray emission following phot
electric absorption in medium- and high-atomic number m
dia. For sources containing Ag or Pd, it is imperative that
characteristic x-ray production is not explicitly simulate
the primary source spectrum be appropriately augmente
include their presence.
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1. Specification of Monte Carlo calculation
methodology

A list of key features that should be specified by the
vestigator in the publication follows:

~1! radiation transport code name, version number, and
jor options if any,

~2! cross-section library name, version number, and c
tomizations performed if any,

~3! radiation spectrum of the source~consider Table XIII in
Sec. V C 1!,

~4! manner in which dose-to-water and air-kerma stren
are calculated: name of estimator or tally, whether or
transport was performed in air and how attenuation c
rection coefficients were applied, and how suppress
of contaminant x-ray production fork̇d(d) calculations
was performed to be compliant with the NISTSK,N99

standard,
~5! source geometry, phantom geometry, and sampling sp

within the phantom,
~6! composition and mass density of the materials used

the brachytherapy source,
~7! composition and mass density of the phantom media
~8! physical distribution of the radioisotope within th

source, and
~9! uncertainty analysis section assessing statistical and

tematic uncertainties and their cumulative impact.

2. Good practice for Monte Carlo calculations

For calculating brachytherapy dosimetry parameters,
following requirements should be adhered to:

~1! Primary dosimetry calculations should be performed i
30 cm diameter liquid water phantom, but calculations
Solid Water™ may also be performed to supplement
perimental results, e.g., calculation ofE(r ), performed
in Solid Water™ or other solid water substitutes. Typic
calculations will produce dosimetry results extending o
to r;10 cm, with at least 5 cm of backscatter mater
for 125I and 103Pd dosimetry calculations.

~2! Enough histories should be calculated to ensure that
simetry results have a 1s (k51, 67% confidence index!
<2% at r<5 cm, and thatk̇d(d) calculations for deri-
vation of sK , have 1s<1% at the point of interest.

~3! Modern, post-1980 cross-section libraries should
used, preferably those equivalent to the current NI
XCOM database such as DLC-146 or EPDL97. Exclu
or appropriately modify older cross-section librari
based on Storm and Israel data.96,97 Note that EGS4,
EGSnrc, and MCNP all currently require modification
replacement of their default photoionization cross s
tions to meet this requirement. Furthermore, moist
best-describes experimental conditions in compariso
dry air ~see Sec. V C 2!, and mass-energy absorption c
efficients for moist air are recommended to minimi
systematic uncertainties.

~4! Manufacturer-reported source dimensions and comp
tions of encapsulation and internal components sho
Medical Physics, Vol. 31, No. 3, March 2004
-

a-

s-

h
t

r-
n

ce

in

s-

e

a

-

l
t
l

o-

e
T
e

-
ir
to

i-
ld

be verified through the use of physical measurement45

transmission radiography,44 and autoradiography.98 Just
as the TLD experimentalist should measure an appro
ate sample of sources, the Monte Carlo investiga
should quantify the geometric variations in a sample
similar size.

~5! The impact of volume-averaging artifacts should be li
ited to ,1% through the appropriate choice of estim
tors ~tallies! and scoring voxels if used.

~6! Calculations ofd(r ,u) to deriveF(r ,u) should include
high-resolution sampling in high-gradient regions su
as near the source ends or in regions where inte
source shielding causes abrupt changes ind(r ,u) and
subsequentlyF(r ,u).

~7! k(d) should be modeled as a function of polar angle
sK simulation andL derivation. Williamson has shown
that for some sources, detectors with large angular s
pling volumes~such as the NIST WAFAC! will have a
significantly different response than point-kerma det
tors positioned on the transverse-plane~see Appendix
B.2.2 for greater detail!. When the radioactivity is dis-
persed within or on the surface of a high-density co
with sharp corners and edges, it may be necessar
simulate, if only approximately, the WAFAC geometr
~dimensions and composition! to permit investigators the
opportunity to directly compare Monte Carlo calcul
tions of L with NIST-based measurements ofL.

~8! Point source modeling is unacceptable.95

~9! Mechanical mobility of the internal source structure
which has the potential to significantly affect the do
distribution, should be considered by the Monte Ca
investigator in developing both the geometric model
the source and the uncertainty budget.44,45

F. Publication of dosimetry results

Previous AAPM recommendations stated that dosime
results should be published preceding clinic
implementation.9 However, the journalMedical Physicses-
tablished a ‘‘seed policy’’ in 2001 that, in effect, limits prin
ing of articles to Technical Notes unless they contain sign
cant new science. In order to comply with this restricti
imposed by the journal, the AAPM will accept technic
notes with limited details as acceptable, provided the
details as listed above are available to the committee at
time of evaluation. This policy in no way prevents public
tion of the article in other journals, as other scientific jou
nals of interest to medical physicists are appropriate ven
for publication of these dosimetry parameters.

In a 1998 report,9 the AAPM recommended that dosime
try results be published by independent investigators, but
not offer a strict definition of what this independence enta
The spirit of the initial recommendation was to prompt pu
lication of multiple studies to assess all the TG-43 brac
therapy dosimetry parameters, e.g.,L, g(r ), F(r ,u), and
f(r ). Through determining the consensus datasets for
brachytherapy sources evaluated in this protocol, a rigor
definition of the ‘‘Independence Policy’’ was adopted. The
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are two aspects of this policy, and both shall be met for f
compliance.

The first meaningof ‘‘independent studies’’ is that they
are performed, written, and published by investigat
who are affiliated with institutions independent of th
source vendor and who have no major conflicts-
interest with that vendor.

The second meaningof ‘‘independent studies’’ is tha
they are scientifically independent of one another, i
they represent independent and distinct estimations
the same quantities. In the case of two measurem
based studies, this will usually mean that two differe
investigators have used their own methodologies
measuringL and sampling the relative dose distributio
as TLD dosimetry is highly technique and investiga
dependent. In the case of an empirical study and a Mo
Carlo study, if properly executed, they will yield scie
tifically independent estimates of the TG-43 paramete
Thus, so long as the two studies are successfully sc
nized by the peer-review process and satisfy the AAP
scientific requirements, the empirical and Monte Ca
investigator author lists can overlap or even be identic
It is permissible to publish the Monte Carlo and me
sured estimates in the same paper so long as the
datasets are independently tabulated. In this cont
‘‘Not independent’’ means that the one study is used
modify the outcomes and methods of the other to i
prove agreement between the two datasets in a ma
that is not scientifically justified.

When possible, the authors should cite previous publ
tions where the measurement system or techniques were
described, and illustrate only the key features. It does
benefit either the reader or the journal in question to conti
ally restate the definition of TG-43 parameters or their f
malism. Simply citing this protocol or the original TG-4
publication will suffice.

VI. CLINICAL IMPLEMENTATION

Dose distributions in and around clinical interstitial im
plants are calculated using computerized radiotherapy tr
ment planning~RTP! systems. For sources with radio-opaq
markers, the 3D coordinates of the centers~or the two ends!
of the markers in implanted sources are determined u
multiple-view radiographs or CT scans. The dose-rate c
tributions from each source at the points of interest are
culated using a one-dimensional or two-dimensional do
calculation algorithm. These contributions are then summ
to determine the total dose rate. This procedure assu
that there are no source-to-source shielding effects, tha
tissues in and around the implant are water equivalent,
that the scattering volume within the patient is equivalen
that used in the consensus datasets. The term equivale
this context means at least 5 cm of water-equivalent mate
surrounds the point of calculation. Many RTP systems
available commercially and use a variety of methods to c
culate clinical dose-rate distributions. Some of the RTP s
l
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tems use the single-source dosimetry data in a tabular f
as input, whereas others represent the data by means
mathematical formula that requires input of certain coe
cients. Some use the TG-43 dose-calculation formalism
others do not. In this section, procedures for clinical imp
mentation of the updated dosimetry parameters rec
mended above are presented.

The medical physicist is reminded that before adopt
the recommendations presented in this report, the phys
should implement the dose-calculation data and techni
recommended by this report on his/her treatment plann
system and quantitatively assess the influence of this ac
on dose delivery. This is best done by comparing the d
distribution for typical implants based on the revised do
calculation procedure with those based upon the curre
implemented algorithm for the same seed locations, sou
strengths, and dose-calculation grid. The potential impac
these dose-calculation modifications on dose delivery r
tive to the current dose-calculation technique should be
cussed with the appropriate radiation oncologist before cl
cally implementing the recommendations of this repo
Finally, the comparison of old and new dose-calculation
gorithms for the same seed input data, and the resultant
cisions that may impact clinical dose delivery, should
documented for future reference and for regulatory purpo

A. Dose-calculation formalism
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algorithm and perform calculations using methodsnot based
upon Eqs.~1!, ~10!, or ~11!. In most cases, one can devise
method to force the algorithm to generate the single-sou
dose-rate distributions recommended here by using mod
values for the dosimetry parameters required by the R
system. This conversion should be performed with care.
with RTP systems based on the TG-43 dose calculation
malism, one should assure that the RTP system is gener
correct single-source dose-rate data by creating a sin
source treatment plan with the modified parameters be
clinical use. Meigooniet al. have described an example
this approach.99 The methods used to arrive at modified da
as well as records of the evaluation of the RTP syste
should be documented carefully and retained for use follo
ing installation of upgrades and for inspection by regulat
authorities. Extreme caution should be exercised whene
parameters should be entered or displayed that have
that do not match the units on documentation printed by
RTP system or displayed on its monitor. Procedures sho
be developed and documented to describe exactly how
modified data and parameters are related to the non-TG
parameters assumed by the RTP system. These proce
should address both clinical treatment planning practices
chart-checking procedures. Ratios of the unconventio
units to the conventional units should be supplied, to fac
tate review of the planning method. Because this approac
prone to errors in implementation or interpretation, th
method should be used as the last resort. The AAPM rec
mends using RTP systems that comply fully with the TG-
formalism, whenever possible.

B. Acceptance testing and commissioning

Before a new RTP system or a new source model on
established RTP system is used for patient treatment p
ning, thorough acceptance testing and commissioning s
be carried out. The user should document the results of th
tests both for later reference, and for compliance with ap
cable regulations. As a minimum, calculations of the do
rate distribution shall be performed for a single source
each type to be used clinically. The recommendations of
AAPM ~TG-40, TG-53, and TG-56! should be
followed.100–102
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The dose rates calculated by the RTP system from a si
source should be compared with the dose-rate distribu
derived from the tabulated parameters and equations
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graphic dose display function of the RTP system, rather t
a definitive test of the underlying dose-calculation algorith
Because comparisons should include both point dose-
calculations and the placement of isodose lines, the u
should also ensure that the RTP system and its graph
output devices cause isodose curves to appear in the co
locations relative to corresponding point calculations.

C. Source calibrations

For calibrating radioactive sources, the AAPM has pre
ously recommended that users not rely on the manufactu
calibrations, but instead confirm the accuracy of sou
strength certificates themselves by making independent m
surements of source-strength that are secondarily traceab
the primary standard maintained at NIST.100 For patient
treatments, AAPM further recommended that all clinica
used sources bear calibrations that are secondarily trace
to the primary standard. AAPM defines ‘‘direct traceability
‘‘secondary traceability,’’ and ‘‘secondary traceability wit
statistical inference’’ as follows:102

‘‘ Direct traceability is established when either a sour
or a transfer instrument~e.g., well chamber! is calibrated
against a national standard at an ADCL or at NIST
self.’’
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GLOSSARY OF SYMBOLS AND TERMS

AAPM American Association of Physicists i
Medicine

ADCL AAPM-Accredited Dosimetry Calibration
Laboratory

b Angle subtended byP(r ,u) and the two
ends of the active length. As used in th
line source approximation,b has units of
radians.

COMS Collaborative Ocular Melanoma Study
episcleral eye plaque therapy vers
enucleation trial.

d Distance to the point of measurement fro
the source center in its transverse plan
Typically measuredin-air or in-vacuo.
Units of cm.

ḋ(r 0 ,u0) The dose rate per history estimated usi
Monte Carlo methods at the reference p
sition.

Ḋ(r ,u) Dose rate in water atP(r ,u). The dose rate
is generally specified with units cGy h21

and the reference dose rate,Ḋ(r 0 ,u0), is
specified at P(r 0 ,u0) with units of
cGy h21.

d Energy cutoff parameter used for air-kerm
rate evaluation, which is 5 keV for thi
protocol.

FAC Ritz parallel-plate free-air chamber deve
oped by Loftus of NIST.

F(r ,u) 2D anisotropy function describing the rat
of dose rate at radiusr and angleu around
the source, relative to the dose rate atr 0

51 cm andu0590° when removing ge-
ometry function effects. Dimensionles
units.

GX(r ,u) Geometry function approximating the in
fluence of the radionuclide physical distr
bution on the dose distribution.GX(r ,u)
may be calculated by Monte Carlo simul
tion or by the following:
GP~r,u!5r22 point-source approximation,

GL~r ,u!5H b

Lr sinu
if uÞ0°

~r 22L2/4!21 if u50°
line-source approximation,

with units of cm22.
g(r ) Radial dose function describing the do

rate at distancer from the source relative
to the dose rate atr 051 cm. Dimension-
less units.

gL(r ) Radial dose function, determined under t
assumption that the source can be rep
sented as a line segment. Dimensionle
units.

gP(r ) Radial dose function, determined under t
assumption that the source can be rep
Medical Physics, Vol. 31, No. 3, March 2004
.

-

-
s

-

sented as a point. Dimensionless units.

CONg(r ) Radial dose function derived from conse
sus dataset. Dimensionless units.

k̇d(d) Air-kerma rate per historyin vacuo esti-
mated using Monte Carlo methods, due
photons of energy greater thand.

K̇d(d) Air-kerma ratein vacuodue to photons of
energy greater thand, with units of
cGy h21.

L Dose-rate constant in water, with units o
mGy h21 U21. L is defined as the dos
rate atP(r 0 ,u0) per unitSK .

LnnD,PqqS Notation identifying the dose-rate mea
surements or calculations used to det
mine Ḋ(r 0 ,u0) and the calibration stan
dard to which this dose rate is normalize
For example,L97D,N99S indicates a dose-
rate constant determined from dosimet
measurements made in 1997 and having
SK traceable to the 1999 NIST standard.

CONL Notation indicating that the reported valu
of L is the consensus value determined
the AAPM from published data, with units
of cGy h21 U21.

EXPL Notation indicating that the reported valu
of L was determined by experimental me
surement.

MCL Notation indicating that the reported valu
of L was determined using Monte Carl
calculations.

L Active length of the source~length of the
radioactive portion of the source! with
units of cm.

Leff Effective active length of the source, wit
units cm.

LIBD Low-energy Interstitial Brachytherapy Do
simetry subcommittee of the AAPM Ra
diation Therapy Committee

NIST National Institute of Standards and Tec
nology

P(r ,u) Point-of-interest, positioned at distancer
and angleu from the geometric center o
the radionuclide distribution.

fan(r ) The one-dimensional anisotropy functio
At any radial distancer , fan(r ) is the ratio
of dose rate averaged over 4p steradian
integrated solid-angle to the dose rate
the same distancer on the transverse
plane. Dimensionless units.

RTP Radiotherapy planning system. In the co
text of this protocol, a treatment plannin
system that can perform dose calculatio
for brachytherapy implants.

r The distance from the source center
P(r ,u), with units of cm.

r 0 The reference distance, which is 1 cm f
this protocol
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sK The air-kerma strength per history es
mated using Monte Carlo methods.

SK Air-kerma strength: the product of the ai
kerma rateK̇d(d) and the square of the dis
tanced to the point of specification from
the center of the source in its transver
plane. SK is expressed in units o
mGy m2 h21, a unit also identified byU.

SK,N85 The 1985 NIST FAC air-kerma standard.
SK,N99
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the Loftus standard. Corrections for the new standard w
made as were corrections for the Solid Water™ phantom
liquid water. The 6711 averageEXPL is 0.980 cGy h21 U21

and MCL50.950 cGy h21 U21 agree within 3%.46,108 Be-
cause the LIBD is convinced the 6711 sharp edges phen
enon deserves further study,MCL is the average of William-
son’s air-kerma point detector and full WAFAC geomet
simulations.

Similar methodology and results for the 6702 result in
average of the experimental values from the candid
datasets of Nathet al., Chiu-Tsaoet al., and Weaveret al.
being EXPL51.0557 cGy h21 U21.75–77 The average of the
Monte Carlo values from the candidate datasets
Williamson46,108 and Hedtjarn et al.42 is MCL
51.0165 cGy h21 U21. Therefore the average of these va
ues,CONL, is that presented in Table I.

1.2. 6702 and 6711 g „r …

For the model 6702 and the 6711 sources, the meas
and Monte Carlo values forr .1 cm agree within the experi
mental uncertainties. The agreement is within 5% for
6702 source and within 7% for the 6711 source. Table
showsCONg(r ) for both models~6702 and 6711!, and for
line- and point-source approximations. The references for
consensus datasets are provided.

For the 6702 source, measured results and Monte C
calculations for r>1 cm agree to within 5% for 1,r
,4 cm and within 10% for distances greater than 4 cm. T
Monte Carlo results of Hedtjarnet al.,42 Williamson,37 and
Mainegraet al.108 agree well with one another within th
combined uncertainties. Monte Carlo results of Hedtja
et al.are used since they are the most complete and are
consistent with other data for the model 6702 source.

Published data for the 6711 source indicate agreemen
tween the experimentally measured values and the Mo
Carlo calculations for distances greater than or equal to
cm. Experimental results agree to within 7% for 1,r
,8 cm. Monte Carlo results of Williamson and Maineg
et al.agree to within 3%.37,110The Monte Carlo values agre
with experimental values to within 5%. Therefore, for 67
g(r ), values from Williamson are used since the calculatio
cover a wider range, includingr ,1 cm.37

1.3. 6702 and 6711 F „r ,u…

Experimental and Monte Carlo results agree within 5%
larger angles for both source models. Tables IV and
present the model 6702 and 6711F(r ,u) data, respectively
The measured anisotropy functionsF(r ,u) for the 6702
source from Nathet al.,103 Furhang and Anderson,105 Schell
et al.,65 and Chiu-Tsaoet al.,66 were compared with the
Monte Carlo calculations of Weaver95 and Capoteet al.111 In
place of a realistic source geometry model used by o
Monte Carlo investigators, Weaver used a simple line-sou
model forF(r ,u), in conjunction with a photon fluence an
isotropy function measured in air at 100 cm for random
selecting primary photon trajectories. Other than Furha
and Anderson, all datasets agree fairly well. The 2D an
Medical Physics, Vol. 31, No. 3, March 2004
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tropy functions determined by Nathet al. and Capoteet al.
appear quite ‘‘noisy’’ and were therefore excluded from fu
ther analysis. The best remaining dataset is by Weaver. T
data are the most uniform and complete, and are rec
mended asCONF(r ,u) in ~Table IV!.

The anisotropy functionsF(r ,u) for the 6711 source from
Sloboda and Menon,104 Furhang and Anderson, and Chiu
Tsaoet al., were compared with Monte Carlo calculations b
Weaver.95 Other than Sloboda and Menon, and Furhang a
Anderson, there is good agreement. The 1,r ,5 cm results
for all angles are within 10%, with the exception ofF(1,0°).
The most uniform and complete dataset seems to be Wea
and therefore results by Weaver are recommended as

CONF(r ,u) in Table V for the model 6711 source.

2. Best medical model 2301 125I source

In 1992, a double walled encapsulated source of radio
tive 125I on a tungsten substrate was developed for interst
brachytherapy~Best Medical International, Springfield, VA
model 2300! as described by Rustgi.113 A sketch of this
source is shown in Fig. 2~c!. The double walled encapsula
tion design was intended to provide thinner walls at the e
of the source so that the corresponding angular distributi
are more isotropic. In contrast to the model 6711 sour
which uses a silver substrate that also serves as the ra
graphic x-ray marker for source localization in the patie
the model 2300 uses a tungsten rod.125I is distributed within
a low atomic number cylindrical annulus that surrounds
rod ~much like the Bebig source!. Because the tungste
K-shell binding energy exceeds the maximum energy em
ted during 125I decay, no characteristicK-shell x-rays are
produced whereasL-shell x rays are readily absorbed in th
encapsulation.

In 1993, Nath and Melillo reported the dosimetric chara
teristics of the model 2300 source.114 Six years later in 1999,
the manufacturer introduced a commercial product based
the earlier design, which has been designated as the m
2301 source. The model 2301 source has a physical leng
4.95 mm and outer diameter of 0.8 mm. The125I radionu-
clide was infused within the organic matrix that was coa
on a tungsten rod with an active length of 3.95 mm and
diameter of 0.25 mm@Fig. 2~c!#. Also in 1999, NIST estab-
lished a WAFAC calibration standard for the air-kerm
strength of the model 2301 source.

Meigooni et al. measured the TG-43 dosimetric param
eters for the model 2301 source and reported the va
based upon the original WAFAC 1999 standard.115 Because
of the 1999 NIST WAFAC anomaly, which was discovere
after the publication of Meigooniet al., the air-kerma
strength was revised, the value determined as in Table I,
the TG-43 dosimetry parameters reported by Meigooniet al.
were corrected to this new value. In 2002, Nath and Y
published independent determinations of TG-43 parame
of the model 2301 source based on TLD measurements116

Finally, Sowards and Meigooni published a TG-43 dosi
etry dataset obtained using Monte Carlo methods in b
liquid water and Solid Water™.117
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2.1. 2301 L

For comparison purposes, Sowards and Meigooni p
lished a dose rate constant value of 0.
60.03 cGy h21 U21 in Solid Water™, and obtainedMCL
51.0160.03 cGy h21 U21 in liquid water.117

In a Solid Water™ phantom, Nath and Yue used LiF TL
detectors which were calibrated against a 6 MV x-ray
beam.116 A relative energy-response correction factor of 1.
was used.83 Nath’s publishedL value was increased b
4.3%, based on125I Monte Carlo simulations, to correct fo
nonwater equivalence of the Solid Water™37 measuremen
medium, yielding L51.0260.07 cGy h21 U21. Meigooni
et al. have also measuredEXPL using LiF TLDs in a Solid
Water™ phantom using a 6 MV x-ray beam for calibration
and a relative energy response correction factor of 1.40.
authors applied 1.05 as the correction factor to account
the Solid Water™ measurement medium. After applying
1999 WAFAC anomaly correction to the published value
value ofL51.0160.08 cGy h21 U21 was obtained based o
the authors’ uncertainty analysis.115 A further correction was
reported in a private communication that resulted in a fi
value ofL51.03 cGy h21 U21 for the Meigooni group,86 as
described in detail within the publication by Nath and Yue.116

In this protocol, the final measured values of the candid
datasets of Nath and Yue and of Meigooniet al. were aver-
aged to obtain a mean value ofEXPL51.025 cGy h21 U21.
This mean measured value was averaged withMCL
51.01 cGy h21 U21 yielding CONL51.018 cGy h21 U21.

2.2. 2301 g „r …

The measured radial dose function of Meigooniet al.115

for the Best model 2301 source is slightly more-penetrat
than that of model 6711125I source, and slightly less pen
etrating than that of the model 6702125I source at distance
beyond 2 cm. Monte Carlo results from Sowards and M
gooni were chosen as theCONg(r ); these values are pre
sented in Table II.

2.3. 2301 F„r ,u…

The anisotropy function of the Best125I source ~model
2301! was measured at 2, 4, and 6 cm, and at differenu
angles by Nath and Yue and at 2, 5, and 7 cm by Meigo
et al.Monte Carlo calculations at distances of 1, 2, 3, 4, 5
and 7 cm were reported by Sowards and Meigooni. A co
parison of the measured and calculated values indicates
agreement between the different datasets. Following the
sensus procedure,CONF(r ) was chosen based on results r
ported by Sowards and Meigooni with the exception of 6
data which exhibited larger statistical noise. Therefore,
sults from Sowards and Meigooni were used forCONF(r ,u),
and are presented in Table VI.

3. North American Scientific Inc. model MED3631-A ÕM
125I source

The North American Scientific Inc.~NASI! model
MED3631-A/M source45,48,118,119was introduced to the mar
Medical Physics, Vol. 31, No. 3, March 2004
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ket in October 1998 following a brief appearance by t
model MED3631-A/S source.120–122The capsule is made o
titanium, with a 0.81 mm outer diameter and 0.05 mm w
thickness, and a nominal length of 4.5 mm with spheri
end welds of thickness 0.05 to 0.15 mm. Inside t
MED3631-A/M are four polystyrene ion exchange res
beads, within which125I is uniformly distributed. The four
beads are separated into two sets by two gold-copper ra
opaque markers. Both the beads and markers have a nom
diameter of 0.5 mm, and are free to move about within
capsule interior@Fig. 2~d!#.

The only complete~2D! experimental characterization o
brachytherapy dosimetry parameters was performed by W
lace and Fan.120 They irradiated TLD-100 rods in tissue- an
water-equivalent plastic phantoms. Detectors were calibra
using a60Co teletherapy beam with tissue-equivalent pha
tom corrections, Cp(r ), of Cp(r 50.5 cm)50.778 and
Cp(r 57 cm)51.053. Measurements were performed
1998, so corrections for the 1999 WAFAC anomaly were n
necessary since the 2000 NIST WAFAC measurements
fered by ,1% compared to the 1998 calibration. Table
shows the value used now based on a 2001 calibration.
cause theG(r ,u) used by all investigators was based on
four point source model, allg(r ) andF(r ,u) datasets were
converted using an active length of 4.2 mm to adhere to
2D formalism of this protocol.

Rivard published a complete, 2D TG-43 dosimetry data
for the MED3631-A/M source using Monte Carlo metho
developed from previous studies.123–126The effect of internal
component motion on dose distributions external to the c
sule was considered for the first time. The WAFAC was n
simulated, and a 30 cm diameter liquid water spherical ph
tom encompassed the source. Radii ranged from 0.25 to
cm, and the angular range was 0° to 180° with 1° inc
ments. Air-kerma strength was determined in a 6 meter di-
ameter sphere of dry air by multiplying the total air-kerm
strength, integrated over all photon energies, by 1.049
account for photon transmission in air at 1 meter, and
0.897 to account for TiK-shell x rays. A corrected value wa
later published, recognizing that theSK,N99/SK,N85 factor
measured by NIST does not accurately model the influe
of Ti x rays in the geometry used for Monte Car
calculations.127 Statistical uncertainties ranged from 0.1%
2% for F(r ,u) on the transverse plane to the source en
respectively. Statistical uncertainties ing(r ) and L were
typically <1%, and;3%, respectively.

3.1. MED3631-AÕM L

Wallace and Fan reportedL51.056 cGy h21 U21, and Li
et al. reportedL51.067 cGy h21 U21. This average yields

EXPL51.0615 cGy h21 U21. Rivard calculated L
51.066 cGy h21 U21, but this value was later corrected t
1.011 cGy h21 U21 based on an inappropriate correctio
methodology.127 Taking an equally weighted average
1.0615 and 1.011, Table I shows CONL
51.036 cGy h21 U21.

Li et al. performed measurements only on the transver
plane in 1999.48 Dosimetry measurements were made us
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TLD-100 chips and a diode in a large water phantom. Ir
diation in the water phantom was accomplished by taping
TLD chips onto the tip of the diode detector for 30 minute
No phantom material correction was employed, but the T
energy response function of Weaveret al. was used.107 Cal-
culation ofL was based on the ratio of measured reading
MED3631-A/M and 6702125I sources and using the 670
source SK value. Effectively, the TLD’s were calibrate
against the model 6702 source based upon the TG-43L6702

value. Due to propagation of uncertainties from both 67
and MED3631-A/M measurements into the final result, t
protocol does not recommend the practice of cross cali
tion, and these values were omitted from the analysis. H
ever, the Liet al. measurements were later used asCONg(r ).

3.2. MED3631-AÕM g „r …

For determination ofg(r ), Li et al. used the same geom
etry function as obtained above by Wallace and Fan. W
the range of distances to the source covered by Rivard
determination ofg(r ) was larger and closer than either Wa
lace and Fan or by Liet al., the impact of outdated defau
photon cross-section libraries in MCNP has become rece
apparent.96 While by definition all datasets agree atr 0 , dif-
ferences between Rivard’sg(r ) data and that of Liet al. and
Wallace and Fan gradually increased—reaching 25% a
cm. Consequently, the difference between results obtaine
Rivard and by Li et al. and by Wallace and Fan are n
readily resolvable. Therefore, the measured data of Liet al.
were chosen for theCONg(r ) data as they demonstrate mo
consistent behavior than that of Wallace and Fan. Agreem
with the Wallace and Fang(r ) data was within65% for r
,6 cm. Since the impact of differences as a function of d
tance is independent of normalization, the impact of cro
section library differences diminishes as the distance
creases. Therefore,g(r ) data by Rivard are used forr
,1 cm, and are italicized in Table II.

3.3. MED3631-AÕM F„r ,u…

SinceF(r ,u) data are by definition normalized to a give
distance and the impact of outdated photon cross-sectio
braries was assumed to be negligible, the Monte Ca
F(r ,u) results by Rivard are recommended as the conse
dataset since they covered the largest angular and ra
ranges. While the dose distribution of this source mode
the longitudinal plane is highly nonsymmetric in close pro
imity to the source, theF(r ,u) data were obtained usin
averaged dose-rate data above and below the transv
plane~supplementary angles! to account for the asymmetri
geometric source model used by Rivard. These average
sults using the line source approximation withL50.42 cm
are presented, and the MED3631-A/Mfan(r ) results are pre-
sented in Table VII. Using the same active length, results
Rivard exhibited much less variation atu;90° than Wallace
and Fan (,1% compared to 5%!. This was expected sinc
they used TLDs which were more susceptible to volum
averaging artifacts along the longitudinal axis. Agreem
among convertedF(r ,u
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Patel et al. The two values agree within the experimen
uncertainties, and theCONL value is given in Table I.

4.2. I25.S06 g „r …

Theg(r ) data calculated by Hedtjarnet al. and measured
by Patel et al. are based upon a line source withL
50.35 cm. These two datasets agree within experimental
certainties~5%! except forg(0.5). Due to its larger coverag
of radial distance and closer coverage towards the source
Monte Carlog(r ) data of Hedtjarnet al. are recommended

4.3. I25.S06 F„r ,u…

Measured anisotropy functions by Patelet al., based on
an active length of 0.35 cm, were compared to Monte Ca
data by Hedtjarnet al. and Williamson.42,44 For complete-
ness, the anisotropy function derived from the 4 cm Mo
Carlo calculations, which was omitted from the publish
paper, was added. Agreement within 5% was usually
served. The discrepancies were random and not indicativ
different trends between the measured and computationa
proaches. The Hedtjarnet al. data are recommended an
given in Table VIII.

5. Imagyn Medical Technologies Inc. isostar model
IS-12501 125I source

International Isotopes Inc.~Denton, TX, now a division of
Imagyn Medical Technologies Inc.!, produced this source. I
is marketed by Imagyn Medical Technologies, Inc. under
trade name ‘‘isostar IS-12501.’’ This source model first be
came available for analysis in 1999, and was introduced
clinical sites later that year. The design consists of five 0
mm diameter silver spheres on which125I silver iodide is
adhered@Fig. 2~f!#. The silver spheres are encapsulated i
titanium tube whose ends are laser welded.

There are four pertinent references for th
source.38,39,128,129Complete experimental and Monte Car
results are given in Gearheartet al. and experimental result
by Nath and Yue, respectively.38,39 Experimental measure
ments~TLD in Solid Water™! of L, g(r ) from 0.5 cm to 10
cm, and anisotropy function at 2 cm and 5 cm were fi
reported by Gearheartet al. This work also contains Monte
Carlo calculations ofg(r ) andF(r ,u), both in water and in
Solid Water™ with ratios between each media. These ra
were used to convert the TLD measurements ofL in Solid
Water™ to that in liquid water. The PTRAN Monte Car
code was used, with the HUGO DLC-99 cross-section libr
ies. The bounded next-flight point-kerma estimator was us
Nath and Yue presented TLD measurements ofL and g(r )
from 0.5 cm to 6 cm. Monte Carlo calculations were used
relateL in water to the measurements in Solid Water™.37

5.1. IS-12501 L

Ibbott and Nath explained that when theL value of Gear-
heartet al. is corrected using the revised 1999 NIST calib
tion, agreement with Nath and Yue improved to 3%. Ibb
and Nath publishedCONL50.940 cGy h21 U21, based upon
the methodology in this protocol, and this value is given
Table I.
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5.2. IS-12501 g „r …

Gearheartet al.and Nath and Yue measuredg(r ) in Solid
Water™. In both cases,g(r ) was calculated using the line
source approximation method. Gearheartet al. also pub-
lished Monte Carlo calculation ofg(r ) in liquid water.
Analysis revealed the TLD measurements agreed with
Monte Carlo calculations within28% to16% with 1 stan-
dard deviation of14% ~1s!. Consequently, Gearheartet al.
Monte Carlo values in water are recommended asCONg(r ),
and are listed in Table II.

5.3. IS-12501 F„r ,u…

Nath and Yue did not measureF(r ,u). Gearheartet al.
published TLD measurements in Solid Water™ and also p
formed Monte Carlo calculations in both Solid Water™ a
liquid water. The geometry function was modeled as a l
source with active length of 0.34 cm. Monte Carlo calcu
tions were performed at 1, 2, 3, 5, and 7 cm to facilita
calculation offan(r ) at these distances. Comparison of me
sured and calculated data demonstrate good agree
within combined uncertainties of 10%. ConsensusF(r ,u)
andfan(r ) data from Gearheartet al. are presented in Table
IX.

6. Theragenics Corporation model 200 103Pd source

The model 200~TheraSeed®! source was introduced b
Theragenics Corporation in 1987, and remained the s
commercially available interstitial103Pd source until 1999.
The encapsulation is a 0.056 mm thick Ti tube with a me
sured external length of 4.50 mm and average measu
outer diameter of 0.83 mm, respectively@Fig. 2~g!#. The tube
ends are closed by means of inverted ‘‘end-cups’’ compo
of 0.040 mm thick Ti metal welded to the Ti tube. Usin
transmission radiography and microscopic examinati
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spacing. No information was given regarding the manne
which SK was determined. However, the bounded next flig
point kerma estimator was employed.

Rivard calculated the 2D dosimetry parameters us
MCNP version 4B2 and the DLC-189 cross-section libra
similar to the MED3631-A/M calculations~accounting for
motion of internal source components!.138 Results forg(r )
andF(r ,u) were evaluated over the 0.25 to 10 cm distan
range, andF(r ,u) was evaluated from 0°<u<180° in 1°
increments~though only 10° increment data were reporte!.
The Ti characteristic x-ray contributions were removed
fline by binning kerma on energy and removing contributio
,5 keV. The energy dependence of TG-43 dosimetry
rameters was analyzed by discretizing the polyenerg
103Pd spectra, and performing comparisons with results p
sented by Chen and Nath, Luxton and Jozsef, and Carl
and Ahnjeso¨.109,139,140

7.1. MED3633 L

Wallace and Fan reported a measuredL value of 0.680
60.033 cGy h21 U21, yielding the value of 0.702
60.034 cGy h21 U21 when corrected for the 1999 NIS
WAFAC anomaly. Using a diode scanning system, a liq
water phantom, and an in-house cross-calibration techni
Li et al. reported two measured values~0.714 and
0.682 cGy h21 U21) before applying the13.2% 1999 NIST
WAFAC anomaly correction~Table I!. Though the corrected
average of these two diode readings would yie
0.720 cGy h21 U21, these measurements are not included
this consensus since a cross-calibration method usin
source from a different manufacturer is discouraged. The
fore, Wallace and Fan gaveL50.702 cGy h21 U21 with

EXPL also equal to 0.702 cGy h21 U21. Using MCPT, Li
et al. calculated 0.677 cGy h21 U21, and Rivard calculated
0.672 cGy h21 U21 using discretized photon energy fluen
estimators. Consequently,MCL50.6745 cGy h21 U21 was
obtained. Combining results,CONL50.688 cGy h21 U21 is
shown in Table I.

7.2. MED3633 g „r …

While the MCNP results of Rivard covered the large
radial distance range and came closest to the source
MCNP g(r ) results could not be recommended. As was
case for the MED3631-A/M source, Rivard used the defa
MCNP cross-section library which is now known to cau
significant differences following radiation penetratio
through multiple pathlengths due to obsolete photon cro
section data. Thus, theg(r ) results of Li et al. generated
using MCPT and updated cross-section data are rec
mended forCONg(r ) data, with Rivard’s data recommende
~italicized! only for r ,1 cm ~Table III! where cross-section
data selection was less crucial. Note that the Rivardg(0.5)
data exactly matched that of Liet al., i.e., g(0.5)51.243.
For r .4 cm the Rivard data differed from the Liet al. data
by more than 10%, while Wallace and Fang(r ) data agreed
with the Li et al. data ~except atr 56 cm where the diode
signal was quite low! within 64%. Compared to the L
Medical Physics, Vol. 31, No. 3, March 2004
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et al.MCPT data, the Liet al.diode data varied by67% for
0.5,r ,1.5 cm, and are not considered reliable. Theref
the CONg(r ) is a combination of results by Rivard at clos
distances and Liet al. for r .1 cm.

7.3. MED3633 F„r ,u…

Rivard’s MED3633F(r ,u) dataset covered the largest a
gular and radial ranges, and its accuracy was expected n
be influenced by the outdated photon cross-section libra
since data were normalized to a given distance. As for
MED3631-A/M source, the dose rate data above and be
the transverse plane were averaged to account for the a
metric geometric source model, and used to derive the c
sensus dataset 2D anisotropy function data~Table XI!. These
averaged data were compared with the Monte Carlo data
Li et al. and the TLD results from Wallace and Fan at co
mon radial distances of 1, 2, and 5 cm. Over these radii,
Li et al. results agreed with Rivard’s data within67% ~typi-
cally 14%). While differences as large as 20% were not
for small polar angles, these discrepancies may be attrib
to different source models or the averaging technique u
for theF(r ,u50° – 180°) data. In comparison to the MCN
results, theF(r ,u) dataset of Wallace and Fan exhibited u
expected irregularities (113% at r 55 cm, u580°, and
118% atr 51 cm, u540°).

APPENDIX B: NIST AIR-KERMA STRENGTH
STANDARDS FOR LOW-ENERGY
PHOTON-EMITTING SOURCES

1. NIST 1985 standard using the free-air chamber

The National Institute of Standards and Technolo
~NIST! maintains the U.S. primary air-kerma standards fo
rays in the energy range of 10 to 300 keV and for photo
emitting radionuclides such as137Cs, 192Ir, 103Pd, and125I.
The primary standard for137Cs and192Ir sources consists o
Bragg–Gray cavity chambers.141 To provide similar trace-
ability for low-energy photon-emitting125I sources, Loftus
developed a primary standard for125I sources in 1985 base
on the Ritz parallel-plate free-air chamber~FAC!, the na-
tional primary x-ray standard for superficial therap
beams.142,143 This chamber was used to measure the ex
sure rate in free-space on the transverse plane of model
and 6702 sources. Because the Ritz FAC background cur
was high relative to signal strength expected from a sin
source, this device was limited to a calibration arrangem
of a combination of 4 to 6 sources. These calibrations w
then transferred to a spherical aluminum re-entrant ioniza
chamber which served as the secondary standard for rou
calibrations.144 Uncertainties (2s595% confidence level!
for the transferred measurements were 3% and 4% for
model 6702 and 6711125I sources, respectively. Measure
ment uncertainties for subsequent source calibrations u
the re-entrant chamber were estimated to be 5% and 6%
the 6702 and 6711 sources, respectively.144 This Loftus cali-
bration standard became available in 1985 and has bee
ferred to as the NIST 1985 air-kerma strength stand
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(SK,N85) in recent AAPM guidance protocols.36,145Soon after
introduction of this standard, Kubo called attention to t
influence on exposure measurements made in air by
K-shell characteristic x rays.146 These low-energy x rays
(,5 keV) are clinically insignificant because they a
largely absorbed by tissue or water within 1 mm of t
source. However, these x rays can affect air-kerma stre
measurements. Because of the extreme difficulty in using
Ritz FAC for such measurements, NIST chose not to rep
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evidence is persuasive. In the case of the model
source,36,145normalizing to point air-kerma strength calcul
tions leads to dose-rate constant values that are sensitiv
small changes in internal source geometry and differ fr
experimental measurements by as much as 17%. Simila
smaller effects of;5% occur for the models 6711 an
STM1251125I sources.25,149 In contrast, Monte Carlo simu
lations incorporating the WAFAC measurement geometry
veal no such sensitivity, and result in dose-rate constant~Sec.
III A 2 ! values having close agreement with experimen
measurements.131 Furthermore, significant anisotropy implie
that any air-kerma rate measurements based upon a
detector will have large uncertainties due to sensitivity
source alignment and deviation of the actual source ge
etry from its idealized specifications. Despite its metrologi
impurity, the current WAFAC standard serves the clinic
community well and has many advantages over previ
standards. By averaging air-kerma strength over region
significant and possibly poorly reproducible anisotropy n
the source transverse-plane, dosimetric uncertainties ca
by misalignment and source geometry specification un
tainties are substantially mitigated.

During the development and testing of the WAFAC
1997–1998, extensive intercomparisons were made betw
the WAFAC and the NIST re-entrant chamber~the Loftus
transfer standard! for Models 6702 and 6711 sources. Th
results from 10 sources established a ratio of the new N
WAFAC standard (SK,N99) to the old Loftus standard
(SK,N85) of 0.89860.014 for 6702 sources and 0.89
60.010 for 6711 sources, and 0.89760.011, combining the
two models. Based on this average, the AAPM reco
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mended using (SK,N99)/(SK,N85)50.897 to convert between
the two standards for all applicable125I source models~Am-
ersham 6711 and 6702 and NASI models 3631 A/S a
A/M !.36 Because they were so tedious, NIST discont
ued periodic intercomparisons of Loftus re-entrant cham
and WAFAC measurements in 1999. In preparation for
introduction of the newSK,N99
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standard! and in the re-entrant chamber~NIST 1985 stan-
dard!. The results indicate a combined ratio for the sour
of 0.89760.028, in very good agreement with the determ
nation made in 1997–1998. This then confirmed the corr
ness of the WAFAC measurements in 2000–2001 and
1997–1998, and indicated that the problem was confine
measurements made in 1999~perhaps including late 1998!.

The conclusion is that NIST WAFAC measurements up
mid-1998 and after January 1 2000 are correct, and that
rent dose-rate constants for the 6702 and 6711 sources, b
on the ratio NIST1999/NIST198550.897, are valid. How-
ever, WAFAC air-kerma strengths measured in 1999 w
too large by 2% to 7%, and required dose-rate constant m
surements normalized to NIST 1999SK calib(0.89snofm46
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Ḋ~r !5SK•L•S r 0

r D 2S gL~r !

gL~r min!
D •gP~r min! •fan~r min!,

r ,r min . ~C4!

No matter how sophisticated an extrapolation model is c
sen, users should realize that atr ,0.25 cm wherefan(r )
data may not be available due to lack of assessment or du
positioning within the capsule, none of the 1D models d
scribed above yield quantitatively meaningful estimates
the solid angle-weighted average dose.

APPENDIX D: ANISOTROPY CONSTANT

The definition of the anisotropy constant,f̄an, largely re-
mains the same as that presented in TG-43, and is expa
upon. Use off̄an, as commonly practiced at this time, do
not exactly reproduce either the measured or Monte C
dosimetry data forr ,1 cm. Therefore, it is strongly recom
mended that users utilizefan(r ) and Eq.~11!, or compensate
for treatment planning inadequacies using the method
lined in Eq.~14!, for implementing 1D dosimetry formalism

For those users who insist on usingf̄an, the following
implementation will minimize dose-calculation errors
small distances, e.g.,r<1 cm:

Ḋ~r !5SK•L•S r 0

r D 2

•gL~r !•f̄an. ~D1!

For this purpose, the inverse-square law weighted averag
fan(r ) for r .1 cm should be used,

f̄an5
( r>1 cm

r max fan~r !•r 22

( r>1 cm
r max r 22 . ~D2!

For instances wherefan(r ) data are not available over con
stant increments ofr , linear interpolation offan(r ) may be
used for derivation off̄an. The constraint onr is needed
because dose distributions near typical brachyther
sources generally take the shape of prolate ellipsoids du
the dominating effects of solid angle. This is becauseF(r ,u)
excludes dose fall-off already included by the geome
function, andfan(r ) ~and subsequentlyf̄an) do not. There-
fore,fan(r ) rapidly increases asr ,2L, and can assume va
ues much larger than unity. While nonintuitive, the use
gL(r ) with the point-source geometry function in Eq.~D1!
better approximates the average dose at small distances
the superficially more consistent expressiongX(r )
•GX(r ,u0)•f̄an•GX(r 0 ,u0)21 again due to the ellipsoida
shape of the isodose surfaces. Thusr 22

•f̄an'G(r ,u0)
•fan(r ). For sources withL'0.3 cm, this approximation is
sufficiently good that errors introduced are often less th
5% at distances,0.3 cm.150–152However, Williamson dem-
onstrated that Eq.~D1! can produce much larger errors fo
low-energy sources with longer effective active lengths44

Because of this short-distance behavior, the following for
should not be used atr ,0.5 cm:
Medical Physics, Vol. 31, No. 3, March 2004
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Ḋ~r !5SK•L•S r 0

r D 2

•gP~r !•f̄an.

or

D~r !5SK•L•

GL~r ,u0!

GL~r 0 ,u0!
•gL~r !•f̄an. ~D3!

APPENDIX E: APPARENT ACTIVITY

The quantity apparent activity,Aapp, is defined as the ac
tivity of an unfiltered point source of a given radionuclid
that has the same air-kerma strength as that of the g
encapsulated source. It has been widely used by vendors
customers alike to specify the strength of sealed radioac
sources such as125I, 103Pd and198Au. Furthermore,Aapp is
used in the treatment planning of permanent implants us
103Pd and125I interstitial sources. Using the apparent activi
as a method of source strength specification suffers fro
number of problems. For example, vendors using appa
activity to report source strength in essence convert a st
ment of source output, e.g.,SK , into Aapp by dividing SK by
an assumed value of the exposure rate constant (Gd)X . To
calculate absorbed dose in a medium around such sou
users shall multiply the vendor suppliedAapp value by the
same (Gd)X value. Although (Gd)X is a clearly defined physi-
cal concept, it has no meaningful physical role in the dos
etry of output calibrated sources. Continued use of s
dummy constants constitutes a significant potential sourc
dosimetric error since the user may choose the wrong (Gd)X

value. It is essential that users employ the same (Gd)X values
as the manufacturer for dosimetric calculations rather t
more physically accurate or definitive values taken from
recent literature.

In 1999, NIST implemented a new primary standard
air-kerma strength.8 The AAPM has consistently taken th
position thatSK should be the quantity used for specifyin
brachytherapy source strength for the purpose of defin
calibration standards, documenting source strength on c
bration reports and for all aspects of dose calculation
treatment prescription. Both users and vendors shall take
propriate steps to adopt this new source-strength stan
correctly. To facilitate an unambiguous conversion of sou
strength estimates and for transitional practice, the LIBD
recommended a set of data and equations for the conver
of (SK /Aapp) for 125I and 103Pd interstitial brachytherapy
sources. For all125I and 103Pd sources, regardless of intern
construction, the values of (Gd)X recommended were 1.4
and 1.476 R cm2 mCi21 h21, respectively. When implement
ing the TG-43 formalism based upon apparent activity spe
fication, the recommended (SK /Aapp) conversion coefficients
were 1.270 and 1.293mGy m2 h21 mCi21 for 125I and 103Pd,
respectively. The authors discussed the importance of usi
consistent set of values for the exposure rate constant (Gd)X

for the evaluation of (SK /Aapp).
8 For example, adopting

SK-to-Aapp conversion coefficients derived from mode
(Gd)X values, different from the ones used by the autho
would require all users and vendors to redefine the relat
ship betweenSK andAapp; would require updating of dosi
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metric constants in allAapp-based treatment planning sy
tems; could cause significant confusion among clinical us
would complicate future retrospective analyses of clini
outcome data; and would not improve dosimetric accura
This further emphasizes the importance of using the sa
value of (Gd)X by the vendors and the users. Consequen
the AAPM continues to recommend that the quantityAapp

not be used for specification of brachytherapy sou
strength.
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