St ochastic beam wei ght optim zation: the differential
evol ution algorithm

Sonme problenms in autonated radi ot herapy treatnent planning are
expected to have nmultiple-local mninma, e.g. beam weight optimn zation
usi ng dose-vol une constraints or sone types of radi obiol ogi cal

obj ective functions. Recent advances in stochastic gl oba

optim zation progranm ng techni ques which are potentially capable of
optim zation in the presence of multiple |ocal mnim include the
differential evolution algorithm (Price, K, and Storn, R
Differential Evolution: A Sinple Evolution Strategy for Fast
Optimzation. Dr. Dobb's Journal, (1997) 264, 18-24). This

al gorithm evol ves a 'popul ati on’ of feasible beam wei ght vectors
between iterations. The primary process for evolving the popul ation
is to generate trial vectors which are a linear conbination of a
randonly chosen beam wei ght vector and the difference between two

ot her randomy chosen vectors. A trial vector is accepted into the
new population if it results in a | ower objective function than

anot her random y chosen vector fromthe old population. 1In this way
the algorithmis "self-tuning’ as the optim zation process progresses,
which is potentially an advantage over other stochastic nethods such
as sinmulated annealing. It is inmportant to note that any stochastic
algorithmis likely to provide results which can be inproved upon (if
only slightly) by finishing with | ocal search nethods. W have used
this algorithmto optinize | MRT dose distributions for Soederstroem
and Brahne's 2D cervical exanple (Int J Radiat Oncol Biol Phys, (1995)
33:1, 151-9), and achi eved good dose distributions (i.e. with m ninmm
gross target volune doses of about 90 Gy) for just 3 fields.



