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Purpose: To deve lop a new al gori thm to accelerate IMRT optimization by vo xel
sampling.

Methods and Mate rial s: We note t hat sta ndard gradient descent is fairly s low due
t o the time spen t ca lcul atin g th e dose to the patient. We realized that a
r easonable esti mat e of the objective function and gradient could be obtained by
calculating the dose to only a f rac tion of the voxels in the patient. To av oid
adding a systema tic erro r, we ra ndo mly sample the voxels at each step to cre ate
an unbiased esti mate of the gradient. Supposing sufficie nt sampl es are chosen,
t he errors in th e gr adie nt will ten d to cancel each other out as the algo rit hm
progresses.

Uniform sampling is inef fici ent, however, since small, important organs t end to
need a higher sa mpli ng r ate whil e large, less critical or gans cou ld use a lower
r ate. We develo ped an algor ithm to tun e the sampling rates for each obje cti ve
by minimizing th e va rian ce of th e estim ate of the objective for a fixed over all
sampling rate.

With the errors in t he estim ated gradient, we could not use techn iques like
conjugate gradie nt t o fu rthe r ac cel erat e performance. However, we found tha t
t he delta - bar - delt a al gorithm provided an additional speed boost.

Results: For our exa mple cas e of a lung patient with 384,979 voxel s and 1460
beamlets we were abl e to ach ieve a spee d improvement of approximately thr ee
t imes using unif orm sampling , 14 ti mes using automatically tuned sampling , and
20 times using delta - bar - delta with automatically tuned sampling. While the
algorithms ar e ran domi zed, the results were very reliable and stable in our
experience.

Conclusions: Voxel sampl ing prov es to be a viable way to dramatically imp rov e
t he speed of IMRT optimi zati on. It cou ld be particularly helpful for
applications suc h as tem poro - spa tial optimization and mul ti - criteria
optimization, where a gr eat many va rian ts of a problem are optimized.


