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Purpose:Pilot studyto utilize largescaleparallelgrid computing to harnessthe
nationwide clusterinfrastructurefor optimizationof medicalimageanalysisparameters.
Methods: A previouslydeveloped CAD schemefor masslesionsin mammographywas
ported ontothegrid computingenvironmentby wrappingthealgorithm codewith the
virtual datalanguage(VDL). TheCAD schemewasthenconfiguredinto a parallelizable
workflow by thegrid-software. Theworkflows were executedusingtwo testclusters(in
Santa Monica,CA andChicago,IL) consistingof over220dual-CPUnodescombined.
Usingthegrid-environmentworkflow, parametersweepswereconducted for lesion
segmentation settingsbased on radial-gradient-index(RGI) methods.Specifically, the
Gaussianwidth (GW) usedin initially filtering lesionimagesfor segmentation wasvaried
by incrementsof 1 mm from 1 to 60 mm. For each GW sweep theentire850biopsy-
proven masslesiondatabase(411benign,439malignant)wasanalyzed. In each,29
differentmathematical descriptor featureswerecalculated,followed by featureselection
andmerging with linear discriminateanalysis. Diagnosticperformancewasestimated by
ROC analysisby calculatingAUC (from PROPROC)values basedon bothindividual
featuresalone,andmerged. For merged classifiers,AUC valueswere foundusing round-
robin case-by-caseremoval and replacement.
Results: Computation jobsrequiring over30 CPUhourson a single lab computerwere
completedin approximately 35 minutes in this preliminarystudy. Merged AUC values
increasedfrom 0.50(std.err.=0.018)at GW of 1mmwith, to 0.81(std.err.=0.015)at
10mmGW, with relative plateausacrosstherest of theparameterspace to 60mm.
Conclusion: Theparameterspace sweepin GW identified trendsin individual feature
performanceaswell as mergedresults. Largescale,computationallyintensive image
analysiscan becarried out in a timely fashion,feasible for expeditedexperimental
discovery, aswell asfor morethorough futurestatisticalanalysis.


