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Purpose: To devi se a mul tiob ject ive opt imization (MOO) method for IMRT th at
would provide a deci sion maker with a small set of well - distributed
Pareto optimal plans .

Methods: A multi obje ctiv e geneti c algor ithm was used; the fitness
f unction was eva luat ed by a deterministic algorithm that consiste d of
a quadratic (BOXCQP: box con stra ine d quadratic programming) and a
non- qua dratic co mponent. Each gen erat ion consisted of 10
i ndividuals; the chr omosome cons ist ed of the OAR objective
dose parameters. For th e head and neck case studied, the re were
6 objectives inc ludi ng maxim um and mean dose objectives. For each
i ndividual, the dete rmin isti c al gor ithm was used to calculate beamlet
i ntensities. OAR doses are vari abl es i n multiobjective GA and the
t arget dose was fi xed t o 100%. The fitness function contained terms
t o minimize the diff eren ce betwe en the OAR dose for adequate
t arget coverage and the OAR dose goal and to minimize the dose goal
f or each OAR. Sele ctio n and bree ding strategies were designed to
provide a divers e popula tion of ind ivid uals.

Results: The alg orit hm was set t o t ermi nate after 100 generations or
after five succe ssiv e genera tion s of no change in fitness.
We compared geno typi c and phenot ypi c di stance functions and
f ound that the phenoty pe provided better distribution of final plans.
The decision making componen t was a Bayesian network coupled with a
Markov cohort si mula tion to compute qua lity adjusted life expectancy
and to rank plan s ac cord ingl y. A se t of optimal plans were also
generated by var ying the wei ghti ng fact ors for a fixed set of
parameters but t he distr ibut ion of plan s was not as good.

Conclusion: A geneti c al gori thm was des igned to provide a diverse set
of Pareto optima l so luti ons to t he mult iobjective optimization prob lem
of IMRT inverse plan ning . The dos e parameters in dosimetric
objective functi ons were the var iab les in the optimization. The
algorithm provid ed a wel l - distributed set of plans for in put to t he
Bayesian network .


