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Abstract

Light ion beam treatments are becoming more widely used. Safe and optimal treatments may only be achieved when uncertainties are considered at every step of the planning and delivery process. These uncertainties include, but are not limited to, penetration uncertainties due to beam delivery, uncertainties in dose compliance, uncertainties of x-ray computed tomography numbers, absolute and relative linear stopping powers, absolute and relative linear scattering powers, conversion of x-ray computed tomography numbers to relative linear stopping power, lateral alignment uncertainties, and uncertainties due to inter-fractional and intra-fractional anatomical variations. Knowing the source and magnitude of these uncertainties, the planner must optimize the plans to mitigate the effect of these uncertainties as much as possible without making the plan undeliverable. Visualization of dose distributions considering the effects of these uncertainties is an important step in evaluating the safety and effectiveness of the plans. This report by Task Group 202 of the AAPM has endeavored to address each of these topics as a guide to the user of light ion beam treatments.
1. Introduction

1.1 Background

Between 1954 and 1990, approximately 13,000 patients were treated with a variety of light ion and pion beams at a number of research centers around the world. During this period, techniques for planning and delivering charged particle beams were developed and refined in a conservative and deliberate fashion so that no patients were harmed. In 1990, the first hospital-based center was opened, and since that time several other hospital or clinic-based centers have opened. This move out of the laboratory setting allowed patients with all types of diseases and sites to be treated in a routine fashion. At the same time, because the patient load at each facility was gradually increasing, the staff was able to learn the intricacies of light ion treatments from the pioneers in the field who developed the planning and delivery techniques. Within the next several years, the number of light ion facilities is expected to increase, and the patient load at each facility is expected to rise much more quickly than in the previous eras of exploratory treatment. Individual-based education and training during a gradual patient buildup is no longer practical and will no longer sustain the demand for educated and trained medical physicists and support staff. Since each step of planning and delivering light ion beam treatments involves uncertainties—both human and technology-based—it is important to understand the nature of these uncertainties and their propagation into all of the stages of the treatment process. The purpose of this report is to provide a readily available resource that provides a description of typical physical uncertainties encountered in light ion beam treatments and basic information to minimize the effects of those uncertainties when optimizing plans to provide safe treatments to patients.

1.2 Scope

Light ions are considered to be ions with atomic numbers less than 20 (Blakeley et al., 1986; Chu et al., 1993; Wambersie et al., 2004). Although six different ions have been used for human treatments, as of 2013 the majority of patients have been treated with protons (>83,000), helium ions (>2,100), and carbon ions (>8,800) (Vatnitsky and Moyers, 2013). The planning and delivery of treatments with the different light ion beams is nearly identical—except for differences in radiobiological effectiveness (RBE)—but there are several key differences compared to the planning and delivery of treatments with megavoltage x-ray beams. The primary differences between light ion and megavoltage x-ray beam planning and delivery are the necessity of explicitly accounting for, on a portal-by-portal basis, geometrical uncertainties that affect alignment of the beams with the patient tissues and radiological uncertainties that affect the penetration of the light ions through beamline devices and patient tissues. Typically the lateral uncertainties also affect the radiological uncertainties. This report addresses physical uncertainties and how these uncertainties are used for applying margins and optimizing plans. This report does not address issues such as determination of the target or normal tissue volumes, which are often considered the weakest links in the search for accuracy (Njeh, 2008), nor how the RBE values should be applied to different tissues for different radiation characteristics (such as linear energy transfer) and fractionation schemes. Although the magnitude of biological uncertainties can be much larger than physical uncertainties, the consequence of physical uncertainties can result in a geometric miss with more than a 100% error in dose, especially when adjacent or abutting portals are involved.

The reader should already have familiarity with light ion beam treatments before reading this report. Several useful references concerning light ion therapy include Moyers and Vatnitsky (2012), Delaney and Kooy (2008), Paganetti (2012), and Linz (2012). A couple of useful references concerning uncertainties in radiation therapy include Van Dyk (2013) and Palta and Mackie (2011).

In addition to the physical uncertainties that are the topic of this report, another issue that impacts the accuracy and safety of light ion beam treatments is uncertainty in terminology. Often different
facilities use different terms to describe the same thing, and sometimes a single term is used to describe different things at different facilities. Some jargon is also contradictory to the common denotations and connotations of the English language. This report has attempted to use terminology in a consistent and logical manner and correctly supported by the English language. A list of acronyms is provided in an appendix.

An uncertainty category not addressed in this report is a consequence of the small light ion teletherapy user base. The various control systems—including both hardware and software used for planning, alignment, and delivery—are used by only tens of people rather than thousands of people. This means that bugs and errors in the systems and in the operational procedures are much more likely to go unnoticed for a long time, but they may have severe consequences when they occur. Compared to procedures used for megavoltage x-ray and electron teletherapy, extra vigilance is required for acceptance testing, commissioning, and routine QA of light ion teletherapy equipment. In planning, larger margins and other mitigation strategies may need to be applied to promote safety.

1.3 Charge of Task Group

When the American Association of Physicists in Medicine (AAPM) leadership formed the Working Group on Particle Beams (WGPB), it was believed that the experience in designing portals to treat targets and protect normal tissues had not been well documented. This was mainly due to a lack of widespread interest (i.e., most journal readers did not have ion beams) and, therefore, much of the work and information performed at the few existing facilities treating patients was never published in the open literature and only available in internal documents. It was felt that without this information new facilities could waste too much time and effort “reinventing the wheel.” The WGPB believed that collecting and disseminating previous methods and data would promote patient safety while assisting facilities in reaching their necessary patient throughput goals. Due to the paucity of information regarding physical uncertainties and planning techniques at the time of its inception, the task group was charged with not only reviewing published literature, but also investigating and collating unpublished data and past and current practices from light ion facilities that had been treating patients for many years. With regard to the magnitude of uncertainty values, when consensus was available, the task group would determine the typical values. When consensus was not available, the range of values would be given.

During the formation of the task group, it was suggested that members new to the field of light ion teletherapy should be polled as to what they felt was needed, while experienced members would provide much of the information. This procedure was useful in determining what was and was not important for inclusion into the report. The content of the report follows the outline approved by the AAPM Therapy Physics Committee (TPC), although the names of some sections have been changed and the sections have been reordered to improve continuity.

In light of the information needs described above, it was recommended that the task group write two separate but related documents: a full-length report to be published online at the AAPM website and a relatively brief executive summary to be published in the journal Medical Physics. This dissemination practice, as recommended by the Therapy Physics Committee of the AAPM at the time of inception of Task Group 202, is to provide, free of charge, a full-length report detailing the scientific and technical information needed by practicing medical physicists (given in the task group’s charge approved by the AAPM leadership in 2010) and a short executive summary to alert readers of the journal Medical Physics of the existence of the full-length report and to concisely introduce its contents. Both of these documents comply with AAPM guidelines and precedents for task group reports, including scope and length. The task group’s full-length report was reviewed and approved by the Working Group on Particle Beams, Treatment Delivery Subcommittee, Therapy Physics Committee, and Scientific Council. The executive summary was separately reviewed by the same groups and
additionally reviewed using established editorial procedures at the publishing journal. To keep the information presented in the report fresh and relevant, it is anticipated that the online report will be periodically updated by a standing committee of the AAPM.

2. Types of Uncertainties

2.1 Definitions

Optimized and safe planning and delivery of light ion beam treatments requires an understanding of the physical uncertainties associated with each process, such as applying margins around targets and critical normal tissues (organs at risk), establishing tolerances for beam delivery, and setting up quality improvement program corrective actions. This section provides a basic review of different types of uncertainties and their propagation. Those with a firm command of uncertainty propagation may wish to skip this section.

The first part of understanding uncertainties is to clearly distinguish accuracy from precision or reproducibility. The term accuracy expresses the proximity of the result of a measurement to the true value of the measured quantity. In theory, accuracy could be expressed in terms of the difference between the measured value and the true value of the quantity but, of course, this number is never known. An adequate uncertainty budget thus gives an indication of the accuracy. Accuracy represents the bias between the average measured value and the true value. Precision represents the spread of the measured values and is a synonym for either the repeatability or reproducibility. Figure 1 illustrates these concepts.

Reproducibility is the closeness of the agreement between the results of measurements (usually understood to be corrected) of the same quantity carried out under changed conditions of measurement. Reproducibility can be expressed as a standard deviation and the changed conditions, which should be specified, may include: principle of measurement, method of measurement, observer, measuring instrument, reference standard, location, conditions of use, and time.

![Figure 1. Plot of measurement values of a quantity. The solid vertical line represents the mean value of the measurements. The dotted vertical line represents the true value. The spread of the measured values is the precision while the difference between the average and true values is the accuracy.](image)
Any measured or calculated value has an associated and quantifiable attribute called the uncertainty. Even when all of the known or postulated components of error have been evaluated and corrections have been taken into account, there remains some degree of doubt about the accuracy of the corrected result. This doubt is termed uncertainty. It is important to underscore the distinct and separate concepts represented by the terms “uncertainty” and “error.” An error is defined as a stated result minus its corresponding true value. Because the true value cannot be known exactly, neither can the error nor the uncertainty. The term “uncertainty” is thus commonly used in two senses: to refer to qualitative “doubt” about the accuracy of a result and to refer to “quantitative measures” of the uncertainty of a result. The remainder of this section will focus on the latter.

The physical uncertainties in the planning and delivery of light ion beam treatments originate from many different causes. Historically, these uncertainties were classified as being either random or systematic in nature. Random errors arise presumably from stochastic variations in influence quantities over time and space. Although it is not possible to reduce the random error in any individual measurement or calculation, it is possible to reduce the associated uncertainty by repeating the measurement or calculation. Examples of random uncertainties include x-ray CT image noise and inter-fraction errors in the lateral alignment of the patient and treatment radiation field. Like random errors, systematic errors cannot be eliminated, but it may be possible to reduce the systematic error if the effect can be recognized, quantified, and a correction factor applied to compensate for the systematic effect. Common systematic uncertainties include dosimeter calibration factors and artifacts in kilovoltage x-ray CT images due to metal implants. These and other uncertainties will be examined in detail in subsequent sections of this report. In the remainder of this section, basic aspects of uncertainties will be briefly reviewed, including definitions, nomenclature, and mathematical methods to combine uncertainties, closely following the recommendations published by the International Organization for Standardization (1994) and the Joint Committee for Guides in Metrology (JCGM) (2008), which are widely used in the literature of radiation therapy.

The uncertainty of the result of a particular measurement generally consists of several components which the JCGM (2008) groups into two categories according to the methods used to estimate their numerical values. Both types of uncertainties \( u(x) \) are based on probability distributions and are quantified by distributions that are models used to represent the state of our knowledge. Type A uncertainties are evaluated by statistical methods and can be estimated from a series of repeated independent observations. For example, the experimental variance of the probability distribution of quantity \( q \) is represented by Equation 1:

\[
 s^2(q_k) = \frac{1}{n-1} \sum_{k=1}^{n} (q_k - \bar{q}_k)^2 \quad (\text{Eq. 1})
\]

where \( q_k \) is the \( k^{\text{th}} \) independent individual observation of the quantity \( q \) made under the same conditions of measurement, \( n \) is the number of observations, and \( \bar{q} \) is the average of \( n \) observations. Type B uncertainties can only be estimated by an analysis of the process under consideration and assigning reasonable variations to parameters whose uncertainties are not exactly quantifiable. The type B standard uncertainty may be obtained from an assumed probability density function (PDF), usually based on a pool of comparatively reliable information. The information may include previous measurement data, experience, and general knowledge of the equipment and instruments, manufacturer’s specifications, and uncertainties assigned to reference data taken from handbooks. If there is a type B uncertainty, such as a systematic offset, then every effort should be made to eliminate the uncertainty since it is known to be the result of an incorrect procedure. In some situations, however, the user knows a type B uncertainty exists but may not have control over the elimination of the uncertainty. This is typ-
ical for a treatment planning system (TPS), where the dose calculation algorithm may have a reproducible deviation from the measured value at certain points within the beam, e.g., at points in or near the penumbra region. It may also be typical of the sag of the radiation head when loaded with accessories of different weights. Although it is recognized that there is a reproducible difference, the user may not be able to adjust for this difference without causing larger differences elsewhere or making the treatment impractical or uneconomical. The established practice of radiotherapy shows that reproducibility of dose delivery is critical when considering one facility and one radiation modality, but when results between facilities or between modalities are compared, some type B uncertainties may also be important. On the other hand, some type B uncertainties may be common to all participants and can, therefore, be omitted from routine consideration, e.g., if all the participants follow the same dosimetry protocol, or if the same basic physics data are used in multiple protocols.

Generally, type A uncertainties are of a random nature from different sources and are added in quadrature. Suppose a measurement or calculation result \( y \) is determined by the functional relationship between different quantities given in Equation 2:

\[
y = f(x_1, x_2, ..., x_N) \quad \text{(Eq. 2)}
\]

where \( x_1, x_2, ..., x_N \) represent the various input estimates for quantities. In general, the combined standard uncertainty in \( y \), denoted by \( u_c(y) \), depends on the standard uncertainties \( u(x_i) \), each of which may be evaluated individually. The overall uncertainty is a combination of both type A and type B uncertainties. Uncertainties of both type A and B can often be combined in quadrature to provide an estimate of the overall uncertainty (JCGM, 2008). In the special case in which the input quantities are uncorrelated, the combined uncertainty in \( y \), or \( u_c(y) \), is given by the square root of the combined variance. The combined variance is given by Equation 3:

\[
u_c^2(y) = \sum_{i=1}^{n} \left( \frac{\delta f}{\delta x_i} \right)^2 u^2(x_i) \quad \text{(Eq. 3)}
\]

where \( \frac{\delta f}{\delta x_i} \) is the partial derivative of \( f(x_1, x_2, ..., x_n) \) in Equation 2 with respect to \( x_i \) and each \( u(x_i) \) is the corresponding standard uncertainty. This equation is termed the law of propagation of uncertainty. In the general case where input quantities may be correlated, the law is expressed as given by Equation 4:

\[
u_c^2(y) = \sum_{i=1}^{n} \left( \frac{\delta f}{\delta x_i} \right)^2 u^2(x_i) + 2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} \left( \frac{\delta f}{\delta x_i} \right) \left( \frac{\delta f}{\delta x_j} \right) u(x_i, x_j) \quad \text{(Eq. 4)}
\]

where \( u(x_i, x_j) \) is the estimated covariance associated with \( x_i \) and \( x_j \). The degree of correlation may be characterized by the correlation coefficient given in Equation 5:

\[
 r(x_i, x_j) = \frac{u(x_i, x_j)}{u(x_i)u(x_j)} \quad \text{(Eq. 5)}
\]

where \(-1 \leq r(x_i, x_j) \leq 1\). If \( r(x_i, x_j) = 0 \), then \( x_i \) and \( x_j \) are independent of one another and Equation 4 reduces to Equation 3.
The combined standard uncertainty $u_c(y)$ corresponds approximately to the 68% confidence interval. That is to say, $y \pm k_p u_c(y)$ encompasses a large fraction ($p = 68.3\%$, $k_p = 1$) of the distribution of values where $k_p$ is the coverage factor. The product $k_p u_c(y)$ is called the expanded uncertainty. In many situations in radiotherapy, a coverage factor other than one is applied to increase the confidence interval. Assuming a normal distribution of values, larger confidence intervals that are commonly used include expanded uncertainties of $k_p = 1.5$ ($p = 86.6\%$), $k_p = 2$ ($p = 95.5\%$), and $k_p = 3$ ($p = 99.7\%$).

2.2 Non-normal Distributions

There are many instances in radiation therapy delivery where interlocks are used to truncate possible deviations from an expected value. In many cases, the untruncated distribution follows a normal distribution between the tolerance limits, with truncation occurring only at the far tails of the Gaussian distribution. In these cases, the variance may be calculated normally. In some cases, the untruncated distribution may consist of fairly uniform values between the tolerance limits. In these truncated uniform distribution cases, the variance of the probability distribution of $y$ can be represented by Equation 6 (JGCM, 2008; Castrup, 2009):

$$u^2(y) = \frac{a^2}{3}$$

(Eq. 6)

where $a$ represents the tolerance limit on both sides of the expected value.

2.3 Recommendations

- When reporting an uncertainty, the type of uncertainty should be provided; e.g., Gaussian, truncated Gaussian, truncated uniform, etc.
- The expanded uncertainty should always be presented with the numerical value of the uncertainty; e.g., $k_p = 2$.

3. Penetration Uncertainties Due to Beam Delivery (PUBD)

3.1 Introduction

There are many items associated with beam delivery that contribute to the uncertainty in penetration. The items listed in this section are typically combined into one uncertainty value for use by TPSs in determining proper margins and calculations of “what if” scenarios. Not all discussed items are present in all systems, and the items may behave differently and have different uncertainty values in different TPSs and delivery systems.

3.2 Uniform Range Shifters (URSs)

As of 2014, all commercially available light ion accelerators operating for human treatment were either synchrotron-based or cyclotron-based. Although many cyclotrons can extract beam at many different energies, the current generation of clinical cyclotrons deliver ions at a single energy. Synchrotrons can deliver a multitude of energies. Between 4 and 18,000 discrete energies can be requested by the user (Moyers, 2002) depending upon on the manufacturer. If an accelerator produces only one or a few energies, then so-called uniform range shifter (URS) devices can be inserted into the beam path to decrease the penetration of the entire beam into a patient. Sometimes uniform range shifters (URSs) are used with scanning beams to treat superficial tumors (water-equivalent depths less than 2 to 7.5 cm, depending upon the system) because, although the accelerator may be able to produce and transport a low-energy beam to the patient, low-energy ions scatter more than high-energy ions, resulting in a large penumbra and reduced ability to modulate the fluence distribution. Uniform range shifters may consist of individual slabs of uniform thickness, a set of binary thickness slabs (e.g.,
thicknesses of 0.5, 1.0, 2.0, 4.0, 8.0, 16.0, or 32.0 mm), or a pair of wedges arranged in a linear or spiral fashion. The uncertainty of the thickness of the slab(s) placed in the beam path must be considered in the overall penetration of the beam into the patient. If the URS is placed upstream near the accelerator or entrance to the radiation head where the beam is narrow, only the thickness of the small area where the beam passes through the slab must be known. If the URS is placed near the patient, then the thickness throughout the entire lateral extent of the slab must be known. The thickness distribution of simple slab URSs can be measured carefully before installation and thereafter periodically. The thickness of upstream binary URSs should be fairly stable and well known. On the other hand, programmable double wedge URSs are susceptible to slippage and backlash of the wedge-positioning apparatus and, thus, a conscientious continuing quality assurance (QA) program or real-time range check must be implemented to maintain a small uncertainty. With all types of URSs, the 2 standard deviation (SD) uncertainty due to URS thickness is generally maintained at less than about 0.2 mm of water.

The beam penetration and its uncertainty may depend strongly on the thickness and elemental composition of URSs. URSs are typically, but not always, made from low-atomic-number (low-Z) materials, such as plastic, to reduce scattering. The amount of range shift depends on many factors, including the elemental composition and mass density. In addition, the range shift depends on the energy of the light ion beam passing through the slab. In lead, the amount of range shift in water produced by a given thickness of lead may vary by several millimeters over the clinically encountered light ion beam energies. In low-Z materials, such as water and plastic, the range shift is virtually independent of effective $Z$ at high energies, but may vary slightly for low energies. Methods to measure and calculate range shift in various materials were reported by Moyers et al. (1992), Moyers et al. (2006), Zhang and Newhauser (2009), Moyers et al. (2010), and Zhang et al. (2010). The user should carefully examine the algorithms associated with URSs, both in the planning and delivery systems, to determine the uncertainties (such as lack of energy dependence) associated with these devices.

### 3.3 Energy

The accuracy of the energy delivered from the accelerator is one component of the penetration uncertainties due to beam delivery (PUBD). Synchrotrons have an inherent phase stability (i.e., high-energy ions receive less acceleration than low-energy ions) and feedback, whereas cyclotrons are susceptible to magnet temperature changes, leading to instability. To account for instability of the cyclotron energy, an energy spectrometer (energy selection system) is typically placed in the beam path to restrict delivery of ions to only the desired energy.

The energy of a synchrotron can be derived from a velocity measurement of the accelerated ion bunches orbiting around the containment ring. This can be accomplished by using multiple beam position monitors placed around the ring to measure the circumference of the orbit and redundant frequency counters to determine the revolution frequency (Moyers et al., 2007). These measurements can be used for simple interlocks on the energy, elaborate feedback mechanisms, or both. At Loma Linda University (LLU), both methods are used. In this scheme, the energy of the beam is checked each acceleration cycle before the bunch of accelerated protons is extracted and sent to the patient. As seen in Figure 2, if the energy is within the deliverable region, the beam is extracted from the accelerator and sent to the patient. At LLU, the interlock value for extraction is set at $\pm 0.1$ MeV. The uncertainty of delivered energy could be calculated using Equation 6 if the distribution of energies was uniform across the tolerance region. If the energy is within the correctable region, the extraction is aborted and the accelerator settings changed slightly to provide the correct energy of protons on the subsequent cycle. At LLU this value is set at $\pm 0.3$ MeV. If the energy is within the uncorrectable region, the extraction is aborted, the treatment terminated, and the accelerator operator notified. Moyers and Gebremedhin (2008) measured the maximum variation in spill-to-spill energy from the LLU accelerator in terms of water-equivalent range to be within $\pm 0.03$ mm for 250, 155, and 70 MeV energies and at
full, three-quarters, one-half, and one-quarter beam fluxes. The average variation of the energy was much smaller. The day-to-day energy variation was also measured during an 11-month period for an energy of 149 MeV. Using a standard daily QA device placed at the treatment position, the 2 SD variation in measured range (including beam passage through a variable thickness double scatterer system) was less than 0.08 mm, with the maximum measured variation in range being within ±0.11 mm, corresponding to a maximum energy variation within ±0.06 MeV, or about half of what would be calculated using the interlock setting and Equation 6. The energy interlock is thus observed not to be used to truncate a uniform distribution of energies, but rather to prevent occasional outlying energies from being transported. Calculations for a Hitachi synchrotron showed that the uncertainty in range for a proton beam should be less than 0.025 mm in water. This value was determined using an assumption that the beam orbit position in the synchrotron is always within ±1 mm (Gillin et al., 2010).

As a backup for the primary method of monitoring the energy, a magnetic field probe may be placed into a bending magnet, where it can be used as a secondary monitoring system to verify that the bending magnet is set to allow only the appropriate energy to the patient. Due to the large energy acceptance of the magnet, which is sometimes set up in an achromatic configuration, the tolerance on this secondary backup method is usually significantly larger than the primary accelerator monitor, possibly allowing a range difference of up to ±4 mm of water (Moyers and Vatnitsky, 2012).

Since cyclotrons do not have an inherent method of monitoring the beam energy, they often rely on the backup method just described above for synchrotrons as their primary method. To reduce the energy uncertainty, a collimation slit may be placed after the bending magnet to prevent transport of ions with unwanted energies. This magnet and collimator configuration, similar to a spectrometer, has often been used with clinical electron accelerators for either an energy interlock mechanism or a feedback mechanism. There are no reports, however, of these mechanisms being used for light ion beam therapy. Instead, the slit is typically used only to limit the energy spread (Schippers et al., 2006; Grevillot et al., 2010) and other methods, such as described in the following two paragraphs, are used for monitoring and interlocking the energy.

Another method of monitoring the energy is to use a multi-layer Faraday cup (MLFC) or multi-layer ionization chamber (MLIC). These devices may be placed between the accelerator and the gantry, or they may be placed inside the radiation head distal to all the beam delivery URS devices (patient-specific, range-shifting devices would, of course, not be included). If the device is placed between the accelerator and the gantry, it must be removed from the beam path before each treatment.

**Figure 2.** Interlock and feedback scheme for synchrotron energy.
commences, meaning that the range is checked only before the treatment, and range changes that occur during treatment can not be detected. If the MLFC or MLIC is placed inside the radiation head and scatterers are used to spread the beam laterally, the MLFC or MLIC can be located such that it only intercepts unused ions at the lateral periphery of the beam. This configuration allows the beam energy to be monitored continuously during treatment, with the results fed back through the control system to adjust the energy or trip an interlock. The uncertainty in range for an MLFC placed upstream of a gantry may be as small as ±0.2 mm (Hsi et al., 2009), but the uncertainty for an MLFC placed in the radiation head and measuring the periphery of the beam may be between ±1 mm and ±3 mm.

For beams delivered with a modulated scanning mode—a scanning mode wherein a small-diameter light ion beam is scanned across a target to create a field large enough to cover the target such that the intended fluence delivered to the patient is different at different lateral locations (DICOM, 2006; IEC, 2014)—a check of the beam energy may also be performed by using the spot scanning magnet as a spectrometer. In this scheme, for each energy level the position of the first spot may be checked for proper location off-axis, and if it is not within a specified tolerance, the beam delivery can be aborted. The spot position is, however, dependent upon several factors besides the beam energy, so the check is not solely an energy check.

### 3.4 Scatterers

If an adjustable thickness scatterer is placed downstream of the energy-measuring system, then some method of guaranteeing the correct thickness is required. One example for a double wedge configuration is to have two or more positioning screws for each wedge, with position encoders on both the driving and verification screws (Moyers and Siebers, 1995). As mentioned above, measured data with this configuration showed the overall beam range, including the accelerator component, was always within ±0.11 mm, so the reproducibility of the water-equivalent thickness of the wedges is less than that value. Binary-configured scatterers are somewhat simpler, as the monitors simply have to monitor that the scatterer is in place or not. With both types of scatterers, however, typically the monitor only detects that the scatterer holder is in the correct position; if the scatterer were to become dislodged from the holder, the change in thickness would not be detected. To detect this unlikely but possible event, downstream beam monitors that detect changes in the 2-D fluence distribution must also be implemented (Moyers and Vatnisky, 2012). To maintain the specified uncertainty allowance in planning, periodic inspection and QA measures should be implemented.

Uncertainties in penetration range may depend on proton beam energy in some cases. As mentioned in section 2.2, the amount of range shift in high-Z materials depends on the ion beam’s energy. Scatterers are commonly made of high-Z materials, such as lead. It is thus essential to take into account the energy dependence when calibrating the range shift associated with high-Z beamline components; otherwise, additional penetration uncertainty must be added when planning the patient.

### 3.5 Gases within the Beamline

To reduce the scatter of scanning beams and improve fluence modulation, some radiation heads are evacuated or filled with helium gas. If helium is used, the gas is usually flowed through the beam path at a low rate. This flow rate is controlled via a helium differential pressure switch and a pressure relief valve that creates a safety interlock intended to prevent destruction of the gas window from too much internal helium pressure. In case of an improperly working interlock system or wrong gauge reading, changes in the density of the gas can result in changes of the beam range and width of the scanning spot. The size of the spot at the isocenter would almost double if the helium gas was wholly replaced with air. This change in spot size can be detected by a beam fluence distribution monitor (typically a multi-wire ion chamber) and a comparison with the expected spot size. A disagreement between the sizes would abort the beam delivery. The change in spot size is much more pronounced than the
change in beam range. A similar effect would be seen if the radiation head used a vacuum and a small air leak occurred. The uncertainty in beam penetration due to radiation head-filling gases is thus considered small.

3.6 Energy Stacking / Range Modulation

The extent to which the energy stacking / range modulation method can affect the dose coverage of the target, and thus the uncertainty in range modulation width, is considered under the category of beam penetration uncertainties. There are numerous methods to perform energy stacking / range modulation, and each has different uncertainties.

Traditionally, range modulation was most commonly performed using rotating propellers (for scattered beams) or ridge filters (for scattered or scanned beams); for examples see (Moyers, 1999). These discrete devices each provided only one modulation width and were installed either by hand or on a programmable exchanger inside the radiation head. The only way that the delivered modulation width could change for these devices was if damage occurred. Periodic QA procedures and inspection of the devices ensured that they performed the same as when they were commissioned. The uncertainty in range modulation width with these devices is thus near zero.

A related method of range modulation is to combine a rotating propeller with beam gating or flux modulation. In this method, a propeller is used that is manufactured to provide a maximum amount of range modulation. In the gating method, the beam is synchronously gated with the modulator propeller rotation. Specifically, it is gated off before all thickness steps are encountered, thereby reducing the range modulation width compared to the maximum possible. Similarly, the beam may be gated on after some steps have already been encountered. Alternatively, the beam may be gated on while the modulator propeller is at an occluding step (i.e., water-equivalent thickness of step greater than the beam penetration range). With the gating method, the accuracy and precision of the range modulation width depends upon the accuracy and precision of the synchronization of the gating signal with respect to the modulator propeller angle, the latency of the control system in gating the beam current, and the slew rate of the beam current during transitions from beam-on to beam-off, or beam-off to beam-on, or both. Inaccuracy or imprecision can cause the properties of the delivered portals to deviate from those prescribed in the patient’s plan. This may also change the delivered dose, as the same number of monitor units (MU) are delivered but in a different pattern. The timing may also be affected by wear of the rotation bearings, which can cause a wobble in its rotation speed or a change in the performance of the timing system. Another possibility of error is if the propeller rotation position is provided by a potentiometer voltage and the output voltage of the potentiometer changes. A non-intentional variance of the beam flux also has the potential to change the range modulation width, but the most likely effect of this event would be to affect the uniformity of the depth dose distribution within the target region. An extension of the gating method is to purposely modulate the beam flux while the propeller is rotating. Generally this method is used with propellers that are placed upstream in the nozzle and are thereby sensitive to different scattering properties at different energies. By providing different flux modulation patterns for different energies, one propeller can be used over a large range of energies and still provide a uniform depth dose distribution across the target region. As with the gating method, a deviation of the beam flux modulation pattern or rotation characteristics of the propeller could lead to nonuniformities in the depth dose distribution. Another issue with upstream propellers when used with the gated or beam flux modulation methods is the effect of variances in the sizes and shapes of the beam spot hitting the propeller. If the spot size and shape changes, this effectively alters the beam flux pattern hitting the propeller, thereby changing the range modulation width. This effect may become apparent if the beam shape entering the gantry is asymmetric and, therefore, the shape of the beam spot hitting the propeller is a function of the gantry angle. Beam delivery sys-
tems that use beam flux modulation have shown day-to-day variations in the modulation width from the prescribed value of ±3 mm (Moyers and Vatnitsky, 2012) and ±7 mm (Lu et al., 2007).

Another method of range modulation is to use multiple energies from the accelerator, in other words energy stacking. This method is often used with the uniform scanning beam delivery technique and most modulated scanning beam techniques, but it can also be used with scattered beams (Moyers and Siebers, 1995). The energy uncertainty for each individual energy is the same as described in section 3.3, so if the system delivers the correct MU for each energy, then the uncertainty in the range modulation width should be quite small. If the MU for one or more of the energies were in error, however, then the range modulation width could be in error, particularly if the MU for the lowest energy levels were not correct. The energy stacking method can also be performed by inserting different thicknesses of URS (Farr et al., 2008). In this case, the modulation width uncertainty is governed not only by the energy accuracy and MU delivery, but also by the uncertainty in the URS thickness. The conformity of the modulation width to the target is determined by the available URS thickness intervals.

3.7 Patient-specific Two-dimensional Range Shifters (2DRSs)

3.7.1 Materials

Dose delivered to tissues distal to the target can be reduced by inserting a customized two-dimensional range shifter (2DRS) into the path of the beam upstream of the patient. This patient-specific 2DRS—historically called a bolus and sometimes erroneously a range compensator—can be designed to limit dose to specific critical normal structures distal to the target volume (distal blocking) or to generally limit the integral dose to non-specific tissues distal to the target volume by stopping the entire beam as close to the downstream side of the target as possible, but adding a margin to allow for penetration uncertainties that might reduce target volume coverage. To minimize scattering from the device, the 2DRS is typically constructed of a low-atomic-number material, such as polymethylmethacrylate (PMMA) or a machinable wax. Advantages of wax over PMMA are that it is cheaper to buy, faster to machine, and can be reused by melting and recasting; however, care must be taken when recycling the wax to avoid introducing contaminates or air bubbles into the material, which could lead to variances from the planned range during beam delivery. In addition, because PMMA is harder and more brittle than wax, PMMA requires more time for machining and, if dropped during treatment, may break more easily. An advantage of PMMA over wax is its transparency, which makes detection of heterogeneities within the material easier. In addition, the water equivalence (WEQ) of PMMA is relatively constant from batch to batch. For all materials, since the WEQ may vary from batch to batch and from supplier to supplier, it is important to periodically check the WEQ of blank devices (regularly shaped blocks before being milled into patient-specific shapes). When proper handling and QA procedures are used, 2 k$_p$ variances in the water-equivalent thickness (WET) can be kept below ±0.5%; for a description of k$_p$ usage, see section 2.

3.7.2 Effect of Design Algorithms

The thickness distribution of the 2DRS is generally calculated in multiple iterations. First, the algorithm determines the WET along a ray line from the patient surface to the distal point of the target by means of ray tracing. In a second step, the device is modified by the application of various filters.

The most important of these filters is cavity expansion, often referred to as smearing (Urie et al., 1983). The intent of this expansion is to account for loss of lateral scatter from nearby ray lines with shorter ranges and to account for possible misalignments or motion of patient tissues with respect to the beam. For example, if a patient was to be misaligned by 3 mm and an expansion of 3 mm was applied, then the target volume would still be adequately covered during treatment. The cavity expansion technique works by replacing the thickness at a particular point of the device by the minimum thickness found in the raw thickness distribution within a given area. The technique basically thins out
the device, resulting in a larger range to the patient at locally thick regions of the device. Prior to 1990, some dose calculation algorithms used the shape of the initial design of the 2DRS to calculate the dose distributions rather than the shape of the “as built” 2DRS. Generally, this resulted in a calculated dose distribution around heterogeneities that showed a slightly less penetrating beam than delivered. In 1994, dose calculation algorithms started appearing that used the “as built” shape, thereby increasing the accuracy of the calculated dose distribution.

The uncertainty in beam penetration within the patient is dependent upon the algorithms used, so it is important for the user to know and understand the algorithms used by their TPS for both designing 2DRSs and calculating dose distributions associated with 2DRSs.

3.7.3 Effect of Manufacturing Techniques and Parameters

There are many different ways to construct a 2DRS. The most common method uses a milling tool that is almost flat on the bottom with sides that are slightly conical with an incline of typically 3 degrees. A computer numerically controlled (CNC) milling machine plunges the conical tool into the blank material in a direction perpendicular to its front surface. By superposition of 100 to 10,000 plunge positions of different depths, a cavity is generated. This method results in a device with many discrete ledges instead of a smooth surface. Although milling techniques that create smooth surfaces were investigated as early as 1990, users have chosen to stay with the discrete plunge method, perhaps because it is easier to identify problems during QA procedures when the discrete plunge method is used. Although the produced distal edge of the dose distribution may not be as conformal, the uncertainties are better understood.

The milling tool size has a large effect on the final appearance of the 2DRS. At the M. D. Anderson Proton Therapy Center, 3- and 5-mm diameter tools are used. The smaller tool is usually used only for portals with small field sizes and thicknesses; i.e., cavity areas less than 100 cm² and maximum device thicknesses less than 120 mm. This restriction is mostly due to manufacturing speed limitations (it takes much more time to mill a large cavity with a 3-mm tool than with a 5-mm tool) and the length of a tool with sufficient strength to prevent wobbling or bending during manufacturing.

Another aspect of manufacturing that affects uncertainties occurs for very thick PMMA devices. If PMMA is used for devices thicker than 60 mm, then the blank device may be made by gluing two or more slabs together. In such cases, the glue melts the PMMA surfaces together, creating a thin, very strong layer; however, this layer may have a different density and may change the assumed WET of the device by up to 1 mm for each bonding layer.

3.7.4 Quality Assurance Techniques

Many techniques can be used to assure that the thickness distribution of a manufactured device matches the prescribed distribution. Although laser scanning is capable of measuring the entire thickness distribution with a sub-millimeter resolution, most facilities measure fewer than 20 points. These measurements may be made with a computerized measuring machine (CMM) or by hand using a micrometer or vernier caliper with a 2 SD uncertainty less than 0.04 mm. Typical agreements between the measured and planned thicknesses are within 0.2 mm when the flat surfaces of individual plunges are measured.

Li et al. (2010) imaged 20 different 2DRS devices using a conventional x-ray CT scanner in high-resolution mode (voxel size of 0.5 mm × 0.5 mm × 0.625 mm) and confirmed agreement between the exported TPS data and measured x-ray CT data. A comparison of treatment plan data with measured x-ray CT data found that, using a 1-mm distance-to-agreement (DTA) criteria, in some cases only 80% of pixels passed, whereas when using a 2-mm DTA criteria the pass rate increased to more than 94%.
Yoon et al. (2008) used x-ray CT data with a 1-mm slice thickness to compare the manufactured thickness distribution of 2DRSs with that produced by the TPS. The x-ray CT data were registered with the reference depth map from the TPS, and a comparison showed that only about 1% of the points were above a 2-mm DTA criterion. Those points exceeding the tolerance were generally found at high-gradient regions. It is worth noting that the TPS used to design these 2DRSs did not model the tapered drill bit (3°) used for milling, thereby making the comparison between the planned and actual thickness distributions appear worse. Not modeling the tapered drill bit shape also affects the accurate estimation of the dose distribution by the TPS (Yoon et al., 2008).

3.7.5 Installation into the Radiation Head

The positioning of a 2DRS into a beam applicator varies from installation to installation and depends upon the tolerances of the mounting fixtures, tolerance of device manufacturing, and gantry angle. Typical lateral mounting tolerances are between 0.25 mm and 0.75 mm. This lateral mounting uncertainty translates into a beam penetration uncertainty due to a different thickness of the device occurring at different off-axis positions. The change in beam penetration at a given off-axis position depends upon the thickness of the slope at that position. A device with a highly sloped distribution will be more susceptible to penetration uncertainties.

3.7.6 Applicator Carriage Extension

Most light ion beams appear to emanate from a virtual source, producing a diverging beam. This means that placement of a given device at different distances between the virtual source and the patient results in different off-axis thickness distributions projected to the patient. Most radiation heads are equipped with a translatable applicator carriage to place the patient-specific beam-shaping devices as close to the patient as possible while allowing variable isocenter-to-skin distances for different patients. Although some TPSs automatically calculate the applicator carriage position based upon an input applicator-to-skin distance, these algorithms are not perfect and, if a table top, patient shoulder, etc. has not been taken into account properly during treatment planning, the distance during the actual treatment may deviate from the planned distance by 50 mm or more. This deviation can result in a significantly altered off-axis thickness distribution, particularly if the thickness gradients are large. In addition to a penetration error, a possible error in dose can result due to the differences in distance from the 2DRS scattering source. To reduce deviations between the prescribed treatment plan and the delivered dose distributions, it is recommended that portal verification plans use the actual planned applicator carriage extensions and that the extension values be documented.

3.8 Registration and Immobilization Devices

Some registration and immobilization devices—such as tabletops or pods made of carbon fiber, aramid fiber (e.g., Kevlar™), or polyvinyl chloride (PVC)—do not lie on the x-ray computed tomography number to relative linear stopping power (RLSTP) conversion function curve (see section 5) for tissue and thus can cause errors in penetration. If the errors are known, the plan may be adjusted. Alternatively, if the errors are difficult to correct, such as having different adjustments for different beam entry directions and positions, then the error can be considered to be one component of the penetration uncertainties due to beam delivery (PUBD). Such errors may contribute up to a millimeter in range uncertainty (Moyers et al., 1992).

Some devices with varying thickness—such as facemasks with holes or non-patient-specific devices not formed to the patient—may not align to the patient identically every fraction, causing errors in penetration and should be included in the determination of the total penetration uncertainties (see section 3.10). A typical facemask is one to two millimeters thick, so this much penetration uncertainty should be added when facemasks with holes are used. The commissioning of such devices should include a measurement of their WETs and comparisons with the WETs calculated by the TPS.
The uncertainty in the WET (range shift) is more difficult to determine, but in some cases may be crudely estimated based on the difference between multiple measured and calculated values. Other devices, such as tabletops and pods, may have unintentional varying thicknesses due to manufacturing tolerances. If one device is used in the x-ray CT scan but a different one is used for treatment (i.e., the device does not follow the patient throughout the planning and delivery process), then the deviations from a uniform thickness needs to be carefully investigated.

Another effect on beam penetration is the drawing of the external contours that the TPS uses to define the region within which to calculate. It is important to use a very low x-ray CT number threshold when drawing or using automatic tools to generate these contours. When using automatic tools, it is also important to check that all objects through which a beam may pass are completely within the x-ray CT image reconstructed field of view (RFOV) and have been properly contoured.

### 3.9 Size of Energy Increments (Discreteness)

Compared to a beam delivery system that uses variable thickness scatterers, URSs, and 2DRSs, a system that uses energy stacking and modulated scanning without these devices has fewer sources of uncertainty that could lead to a change in penetration. On the other hand, the discreteness of the energy levels compared to a system where a finely milled 2DRS is used can result in a less-optimized plan, particularly one that is less conformal on the distal side of the target. Although the discreteness due to the size of the energy increments is known and is part of the plan, the delivered distribution may not be as optimized as desired, often resulting in larger (or smaller, depending on how the rounding or truncation are performed) margins around targets and organs at risk. This limitation in conformality due to the energy increments should be taken into consideration along with uncertainties when setting margins. By varying the spot and energy weights, it may be possible to conform a given isodose level to the desired shape, but the proximal and distal dose gradients are often decreased as a result of that modulation process.

### 3.10 Total Penetration Uncertainty Due to Beam Delivery (PUBD)

Each facility, and sometimes different equipment and different techniques at one facility, may have different penetration uncertainties due to beam delivery (PUBDs). As an example, Table 1 summarizes PUBDs for four hypothetical beam delivery methods. The total value can be entered into the TPS for designing margins.
Table I: Example summaries of penetration uncertainty due to beam delivery (PUBD) with four different delivery systems. All values are given in millimeters of water and at the 2 SD level.

<table>
<thead>
<tr>
<th>Item</th>
<th>Synchrotron, Double Scattered, 2DRS</th>
<th>Synchrotron, Modulated Scanned, No 2DRS</th>
<th>Cyclotron, Double Scattered, 2DRS</th>
<th>Cyclotron, Modulated Scanned, No 2DRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute range measurement</td>
<td>1.14*</td>
<td>1.14*</td>
<td>1.14*</td>
<td>1.14*</td>
</tr>
<tr>
<td>Accelerator energy, range shifter thickness reproducibility</td>
<td>0.1</td>
<td>0.1</td>
<td>2.0†</td>
<td>2.0†</td>
</tr>
<tr>
<td>Scatterer thickness</td>
<td>0.1 (double wedge)</td>
<td>n.a.</td>
<td>0.1 (discrete)</td>
<td>n.a.</td>
</tr>
<tr>
<td>TPS depth dose model</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Manufactured 2DRS thickness</td>
<td>0.3</td>
<td>n.a.</td>
<td>0.3</td>
<td>n.a.</td>
</tr>
<tr>
<td>2DRS material density</td>
<td>0.4 (wax)</td>
<td>n.a.</td>
<td>0.4 (PMMA)</td>
<td>n.a.</td>
</tr>
<tr>
<td>2DRS voids or impurities</td>
<td>0.5 (wax)</td>
<td>n.a.</td>
<td>0.2 (PMMA)</td>
<td>n.a.</td>
</tr>
<tr>
<td>Discreteness of distal edge</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Registration and immobilization devices</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>TOTAL (quadrature sum)</td>
<td>1.8</td>
<td>1.9</td>
<td>2.6</td>
<td>2.7</td>
</tr>
</tbody>
</table>

* = value taken from Moyers (2010) and Moyers and Vatnitsky (2012).
† = value taken from Summers et al. (2012).

3.11 Recommendations

- The user should study the details of the beam delivery system and determine which uncertainties, such as provided in the previous sections, pertain to their system.

- At attempt to quantify the penetration uncertainties stemming from the beam delivery system shall be performed either by assessment of individual components or by system tests. It is suggested here that using the method of assessing individual components will give the user a better understanding of the equipment and more information to design a reliable and efficient quality assurance program.

- Typically all penetration uncertainties stemming from the beam delivery system can be combined into one value, the PUBD, and then used in treatment planning.

4. Uncertainties in Dose Compliance

4.1 Reference Dose per Monitor Unit Calibration

The dose per monitor unit (D/MU) under reference conditions is measured similarly to x-ray and electron beams, and the uncertainty in D/MU is expected to be similar. Moyers et al. (2010, 2014) reported on measurements performed by the Radiological Physics Center at eight proton treatment facilities in the United States. The ratios of facility-to-RPC measured D/MU under reference conditions were found to be within a 2 SD of 2.4%. For the modulated scanned beam delivery technique, some facilities have chosen to define one monitor unit (MU) as equal to the charge produced in the
beam monitor detector by one ion traversing the detector and calibrated the beam monitors for a single-energy beam incident on a phantom, or its equivalent in terms of energy deposition, which is the dose-area-product to water at the reference depth (Palmans and Vatnitsky, 2015). In general, the uncertainty due to reference D/MU calibration for proton beams is quite small and similar to x-ray and electron dosimetry. Due to the small number of light ion facilities using ions heavier than protons, such a large comparison similar to that performed by Moyers et al. (2014) has not yet been performed for ions heavier than protons.

4.2 Patient-specific Dose per Monitor Unit Calibration

The uncertainty in the D/MU for patient portals is larger than for reference dosimetry for many reasons. Some of these reasons are given in the following subsections. In the same study cited in the previous section, Moyers et al. (2014) compared clinical portals delivered to a flat phantom and found the ratios of facility-to-RPC measured D/MU to be within a 2 SD of ±3.2%. The uncertainty in patients is expected to be higher than in the flat phantom.

4.2.1 TPS Calculations

The major uncertainty in TPS calculations of the D/MU is poor modeling of scatter from the various beamline devices—such as trimming collimators, apertures, and 2DRSs—but incomplete modeling of the effect of heterogeneities within the patient also contributes. For scattering and uniform scanning systems, the lack of high-accuracy D/MU modeling forces the user to either use look-up tables or parametric fitting for calculating the D/MU or alternatively perform D/MU measurements for each portal (Moyers, 1999; Kooy et al., 2005; Sahoo et al., 2008; Hsi et al. 2009; Engelsman et al., 2009). The accuracy of the parametric fitting and measurements is typically at the 1% to 2% level for regularly shaped portals, but higher uncertainties are associated with “unusual” portals, such as those having small field sizes or highly modulated 2DRSs. For modulated scanning systems, the TPS usually calculates the D/MU directly. The calculated D/MU for regularly shaped box targets typically agrees to the measured D/MU at the 2% to 3% level (Zhu et al., 2015). To achieve this level of accuracy, nuclear interactions must be accounted for in the calculations (Pedroni et al., 2005). In highly modulated plans with large dose gradients, confirming the D/MU for each beamlet of a given energy level is a measurement challenge, so planar dosimetry is typically performed, and a gamma analysis using both dose agreement and distance-to-agreement metrics is employed for determining the accuracy (Low et al., 1998).

4.2.2 Phantom Measurements

The TPS has knowledge of the anatomical geometry of the patient and the geometry of the beam, and thus should be the best estimator of the D/MU. Under extreme conditions, the TPS model may not be sufficient, and phantom measurements must be made. Such cases might involve small field sizes, large gaps between the beam-shaping devices and the patient, severely oblique or tangential incidence, or transmission through devices that do not lie on the standard tissue x-ray CT-number-to-RLSTP function curve. In these cases, selection of the appropriate phantom (anatomically shaped or rectangular parallelepiped, plastic or water, etc.) and radiation detector (e.g., diode or film) are important.

A second reason to do phantom measurements is that some TPSs do not provide the D/MU, so either a phantom measurement or independent calculation method must be performed. Typically these are done using a flat phantom that does not represent what happens in the patient. In these cases, the plan should be recalculated on a simulated patient with the same characteristics as the flat phantom so that a fair comparison can be made. This type of measurement will help verify that the plan was delivered appropriately, but it may not provide the D/MU that would be achieved in the patient.
When phantom measurements are made, several uncertainties must be considered. One is that the phantom material may not match the plan in terms of RLSTP, relative linear scattering power (RLSCP), or nuclear interactions. Another is the response of the detector in the local radiation environment (secondary particle spectrum, instantaneous dose rate, detector size, etc.). The uncertainties in the measurements should thus be investigated and taken into account when evaluating agreement between the plan and phantom measurements.

4.2.3 Independent Calculations

The D/MU from the TPS or phantom measurements must be checked with an independent method. For delivery techniques using scattered or uniform scanning beams, this method usually takes the form of a simple model calculation done by hand or a small computer algorithm. This simple model typically does not take into account cross-talk between various parameters and, therefore, may not be as accurate as the TPS calculations or phantom measurements. Nevertheless, there may be situations that are beyond the limits where the other methods are accurate, and the manual calculations may be the primary determinate of the D/MU. The uncertainty in these calculations will be substantially greater than normally expected and should be explained to the physician of record. The independent method for the modulated scanning delivery technique can be based on assessing the MU values and position accuracy as recorded by the daily treatment records (logs) of the treatment control system. Performing test irradiations to obtain these records can also verify the feasibility of using the prescribed spot positions and MU values to treat the patients (Li et al., 2013). The treatment log file for a modulated scanning delivery system should be precise enough to serve as a quality assurance tool to monitor variations in spot positions and MU values and determine the delivered dose uncertainty from the treatment delivery system (Zhu et al., 2015).

4.3 Scattered Beam Delivery

4.3.1 Beam and Scatterer Alignment

The goal of scattering beam production systems is to produce a uniform (flat) lateral dose profile. Among other things, achieving this goal requires that the beam and scattering elements be accurately aligned. Figure 3 shows a radiation head that houses two scatterers: one that is proximal and referred

Figure 3. An example radiation head for a simple double-scattered and -collimated system. In addition to the scatterers, various beam monitors and collimators are included. The gas harp is commonly known as a multi-wire ionization chamber (MWIC). The item that holds an aperture and 2DRS close to the patient and that is labeled in the figure as a “snout” is referred to in both DICOM and IEC nomenclature as a “beam applicator” (DICOM, 2006; IEC, 2014). Figure reproduced from Mesolores et al. (2006).
to as the 1st scatterer and one that is distal and referred to as the 2nd scatterer. The function of the 1st scatterer is to laterally broaden the beam into an approximately Gaussian profile which then impinges onto a 2nd scatterer, where the beam is further broadened but yielding a flatter profile. Given a “well-functioning” delivery system, there are the three main sources for error: (1) a broken or cracked scatterer, (2) misalignment along the beam direction, and (3) misalignment perpendicular to the beam direction.

Verifying the integrity of the scatterers must be part of a QA program (Arjomandy et al., 2009). In the event of a damaged scatterer, it must be replaced and verified to produce the same beam properties. Change of beam penetration or dose due to use of a damaged scatterer is usually not included in uncertainty estimates or margins.

The main source of error due to misalignment along the beam direction is the interaction between the lateral dose profile created by the 1st scatterer and the shape of the 2nd scatterer. The 2nd scatterer has a variable thickness with off-axis distance to provide higher scattering in the center of the field produced by the 1st scatterer (the lateral fluence profile having a Gaussian shape) and less scattering at the periphery of the field (in the tail regions of the Gaussian fluence profile). The appropriate amount of scatter mix is optimized by the drift distance between the two scatterers or, in the case of a carousel system, the selection of correct scatterer combinations (“options”). Should there be a mismatch, “overscattering” can occur, resulting in an underdose in the center of the field, or “underscattering” can occur, resulting in an overdose in the center of the field and a quasi-Gaussian lateral dose profile. Although testing for this error source is part of the acceptance tests, even a well-designed system will retain portions of uncertainty due to the under- and over-scattered behavior from the boundary performance at the ends of a commissioned option, either 1st scatterer location or carousel element, of the systems. The uncertainty of an acceptably performing scattering system is the clinical tolerance, usually a flatness within ±3%.

Although the field edge is defined by distal collimation in a scattering system, it can also be affected by misalignment of the scatterers to the beam, to the other scatterers, and to the collimators. Lateral misalignment of the 2nd scatterer, sensitive at the mm level, can result in a skewed beam opposite to the direction of misalignment. This can also be observed to a lesser degree in single scattering systems. As with longitudinal misalignment, the uncertainty magnitude of a properly performing system is within ±3% skewness and symmetry. Arguably more important is a change in the lateral penumbra width, which can dramatically change the dose delivered at the edge of a field. Typically, only 1 mm of uncertainty in the penumbra width is included in the planning margins, but the penumbra can change much more than this if there is misalignment, therefore emphasizing the need to include frequent measurement of the penumbra in a QA program.

4.3.2 Monitoring System Feedback

In addition to the routine QA program that should verify the field flatness, skewness, and symmetry, these dose distribution characteristics must be monitored and interlocked by the beam delivery system. Some delivery systems deliver beam in a two-phase approach. The first phase is a beam-tuning phase just prior to beam delivery where the beam can be magnetically steered onto the correct location of the 1st scatterer. The beam properties are then verified to be within the configured tolerances. Subsequently the beam is delivered and also monitored during the delivery. Monitoring of a scattering system during beam delivery with interlock capability is usually done at the millisecond level, with the goal of no more than a certain portion of a portal’s dose allowed to be delivered outside of the tolerance. As an example, the following specification is taken from an internal report by Klein (2003): “Should beam monitoring devices indicate an out of tolerance condition, beam delivery must be stopped before an additional 1% of the total dose has been delivered.” Delivery uncertainties within
the range of the monitor feedback system should be included into the treatment planning process, but errors in beam delivery that result in interlocks are typically not included.

4.4 Uniform Scanning and Energy Stacking Delivery

4.4.1 Spot Position Entering the Radiation Head
As opposed to the critical alignment of the radiation beam required with modulated scanning systems where distal collimation is often not used, a uniform scanning system retains the distal collimator of a scattering system and, therefore, relies more on the physical alignment of the components of the radiation head. In addition, because uniform scanning systems do not have a contoured second scatterer requiring critical alignment, the sensitivity of absolute beam alignment can be further relaxed. Experience indicates that misalignment of a uniform scanning system at the centimeter level can produce clinically acceptable dose profiles. Another reason that the alignment can be relaxed is the large over-scanning of the beam onto the aperture commonly used with uniform scanning systems. Should the amount of over-scan be reduced, the beam alignment would become more critical (Anferov, 2009).

4.4.2 Spot Spacing Versus Spot Size
Probably the most significant parameter in a uniform scanning system affecting lateral dose profile uniformity is the relationship between the spot size and the scan line density, also known as spacing. Due to their design, uniform scanning systems have a fixed scanning pattern, a fixed scan speed, and a constant beam flux. The pattern is usually governed by the maximum current oscillations that the scanning magnet power supplies can deliver, typically 3–6 Hz in one direction and 12–30 Hz in the perpendicular direction. This leaves scan line density as the controllable parameter for field uniformity. There are several uniform scanning systems in current use. Example systems include the one developed by the Indiana University Cyclotron Facility (IU-US) for the Midwest Proton Radiotherapy Institute (name later changed to Indiana University Health Proton Therapy Center, but facility closed in 2015) (Farr et al., 2008) and the IBA system (IBA-US) included as a mode of their “Universal Nozzle.” Significantly, the IU-US does not control the spot size of the system, whereas the IBA system employs a scattering element to do so (Nichiporov et al., 2012). The IU-US system is, therefore, more susceptible to the relationship between scan line density and variations in spot size, the spot size varying with energy and depth in the media. This is mitigated to some extent because higher-energy beams with associated smaller spot sizes also penetrate deeper into the media, which gives a countering effect as the spot spreads due to multiple Coulomb scattering (MCS). Even so, some optimization is usually needed, resulting in noticeable ripple in the lateral dose profiles at shallow depths and roundness toward the distal end of the delivery volume. Another type of uniform scanning system is about to enter service as a delivery mode of the PSI Gantry 2 modulated scanning system (Zenklusen et al., 2011). Acceptable uncertainty in the field uniformity is the same as for scattering systems, ±3%.

4.4.3 Scan Path Reproducibility
Differences of accuracy and precision can be observed between scattering and uniform scanning systems. A scattering system is capable of delivering more uniform lateral dose profiles than a uniform scanning system, but the delivery-to-delivery reproducibility can be worse due to the sensitivity of the beam alignment with the scatterers. Conversely, uniform scanning systems with a constant scan pattern (as opposed to a non-repeating Lissajous pattern) can exhibit some transverse ripple, but are very reproducible. Anecdotally, the scan path from a constant uniform scanning system with a repeatable scan pattern is reproducible enough that measurements with a small-volume ionization chamber can vary up to a few percent, depending on position with respect to the scan lines. At a given position and with an unlimited number of field deliveries, the reproducibility can be, however, within the precision of the ion chamber, which is typically about 0.5%.
4.4.4 Spot Size Reproducibility

With uniform scanning systems, a slight increase in spot size is usually tolerated by the system without impact on the clinical field quality. In other words, the uncertainty in delivered dose is smaller than the uncertainty in spot size. Figure 4 indicates the relationship between dose uniformity (ripple) and over-scan value normalized to the sigma of the spot size (Anferov, 2009). (Note that the over-scan distance in this example is defined as twice the scan amplitude minus the field size at the 95% dose level divided by the spot sigma.) An increase in the spot size would effectively increase the normalized over-scan amount (dashed curve), thereby reducing ripple (solid curve). Reductions in spot size are another matter. This is because any significant reduction in spot size could potentially lead to significant field nonuniformity due to the required optimization between spot size and scan line density. Functionally, this is mitigated by the fact that a design goal of any scanning system is to usually achieve the smallest possible spot size (IU-US) or control it with a scatterer (IBA-US). Due to the optimization of the magnetic transport optics, the spot size can usually only be made larger. It is, therefore, important to mitigate the risk by monitoring and interlocking the spot size before and during beam delivery. Setting the appropriate interlock tolerance is extremely important, because if the interlocks are set too tight, then the beam cannot be delivered, but if the interlocks are set too loose, then the increased uncertainty of the true spot size leads to an increase in the uncertainty of the delivered dose. For interlock testing purposes, a special mini-aperture can be placed into the IU-US system or the scatterer removed with the IBA-US system in service mode to demonstrate the response of the beam spot size monitor/interlock.

4.4.5 Beam Flux Stability

Most uniform scanning systems operate at fixed X and Y scanning speeds and, therefore, rely on an appropriate and stable flux to deliver uniform fields. If the flux is lower than planned, the scan pattern frame will be repainted more times than planned, which should only increase the lateral dose profile uniformity. This effect will be seen down to the practical lower limit of clinical use, usually 0.5 Gy/min. On the other hand, a higher-than-nominal flux (one that could deliver greater than 2 Gy/min) can present a problem because the number of scan pattern frames will be reduced, possibly resulting in...
nonuniformity. Practically this can be tested to establish the acceptable fluxes for clinical use. Flux control is deeply integrated into the delivery safety system. In at least one commercial uniform scanning system, the effect of uncertainty in flux stability is partially mitigated by mandatory repainting of the highest energy level. Unacceptable variations in the flux should be detected within 1 msec, allowing the system to interrupt within a single scan pattern frame. The uncertainty of beam flux instability is built into the overall dose compliance uncertainty.

4.4.6 Uncertainty of Energy Level Spacing

Similar to the situation with scattering, beams of multiple energies must be combined to produce a depth dose distribution that is flat over the intended target within the clinical dose tolerance. For accelerators and energy selection systems that deliver a beam with an energy spread that is a function of energy, a weighting scheme designed for one range of energies can deliver a tilted dose distribution across the target when used at other energy ranges. If an energy-stacking method is used with uniform scanning, then the tilt in the dose distribution can be reduced either by re-weighting (IU-US) (Farr et al., 2008) or by beam current modulation (IBA-US) (Lu and Kooy, 2006). These distributions may only be achieved, however, by having an accurate relative spacing between energy levels, as described in section 3.3. If the interval between energy levels during treatment does not match that during commissioning, then a ripple in the depth dose distribution may be generated that does not match the treatment plan. In addition to adequate distal and proximal coverage of the target, it is thus seen that the dose within the target is uncertain due to the uncertainty in energy level spacing. Typically, the system is designed to limit this dose uncertainty to within ±3%.

4.4.7 Low MU Per Energy Level

The minimum deliverable number of monitor units and the dynamic range of the dose monitoring system are practically limited by the number of portals and field size within a treatment plan given a specified fraction dose. For example, if the number of repaintings for an energy level is less than 30, the error due to partial delivery of that last painting will be 3.3% of the dose in that level. Low-dose portals may thus have larger uncertainty than high-dose portals, and the planner should consider this issue when contemplating the use of these portals.

4.4.8 Motion

Uniform scanning systems, sometimes termed “simulated scattering,” attempt to mimic the dose distributions that result from a scattering system, i.e., uniform lateral dose profiles. One advantage of a uniform scanning system over a scattering system is that, for large field sizes, a deeper range can be achieved for the same maximum energy. Theoretically, a uniform scanning system also has the possibility of providing a slightly smaller lateral penumbra, but in practice the difference has not been clinically significant. A potential disadvantage of uniform scanning is the additional sensitivity to target motion because of the dynamic lateral scanning and energy stacking depth. This sensitivity may be due to their lateral and longitudinal time structures in comparison to tissue motion, the so-called interplay effect (Zhao et al., 2008). Initial reports indicate that the amount of uncertainty with moving targets may be clinically acceptable when low dose rates are used (Su et al., 2010).

4.5 Modulated Scanning Delivery

4.5.1 Beam Flux Stability

Provided that beam flux remains within the beam delivery system’s tolerances, no observed effect on dose delivery would be expected from a deviation of beam flux. At exceedingly high fluxes, excessive recombination may occur in the dose monitor system, while at very low fluxes, the beam monitors and feedback loops (Furukawa, 2012) will struggle to maintain beam alignment. The maximum and mini-
mum operating values should be obtained from the manufacturer and confirmed as part of the acceptance testing process.

### 4.5.2 Spot Size and Shape Reproducibility

It is important that the beam spot size and shape be reproducible in comparison to the values used for dose modeling in the TPS. Although the spot size is often described in terms of multiples of sigma (σ) using a single Gaussian distribution, the field edge penumbra is sometimes used as an indication of scanned field quality. Spot shapes are usually circular or elliptical, but other shapes have also been observed. In one study evaluating spot shape, the metric “spot flattening” \( \frac{X-Y}{X} \) in percent was used with X representing the horizontal and Y the vertical directions. Spot flattening in air at the isocenter was evaluated across energies from 70 to 230 MeV, multiple gantry angles, and two types of scanning radiation heads. The composite result was an average beamlet flatness of 2% with a maximum of 5% (Farr et al., 2013). In a different study, unusual comet-like shapes were observed at very low intensities for a type of multi-modality radiation head with scanning modes adapted from scattering technology (Lin et al., 2013). The authors reported that modeling of the beamlet tails is not included in the TPS and that uncertainties of less than 2% in field dose were possible, but as high as 5% could occur. Uncertainties in the spot size and shape exiting the radiation head dominate for beams used to treat shallow tumors, while uncertainties in modeling tissue scattering dominate for beams used to treat deep tumors.

### 4.5.3 Spot Overlap

Theoretically a spot spacing factor of approximately 1.5 σ results in an acceptably uniform dose (Bau-
mer and Farr, 2011) but practically 0.65–1.2 σ is used at most facilities clinically (Zhu et al., 2011). Wider spot spacing is not recommended, but reduced spot spacing has been considered to provide deliveries that are more tolerant of target motion. This is at the expense of decreased MU per spot, which is sometimes a limiting factor itself in the planning optimization process (see section 4.5.6). An alternative method to changing the spot spacing for motion mitigation is to perform spot rescanning at the nominal spacing. Increased spot overlap (reduced spacing) is also used when the spot shapes are asymmetric to reduce the dose compliance uncertainty.

### 4.5.4 Accuracy of Spot Placement

The magnitude of potential dose errors from misplaced spot aiming positions depends on the same factors as the spot shape errors (see section 4.5.2). Several studies have been reported for a variety of spot sizes. A displacement of four consecutive spots with a σ in air of 10 mm—representative of a linear displacement along the scan direction of a partial row of spots—can reportedly give a 5% local overdose for random displacements of the four spots by 1 mm and up to a 3% reduction in target coverage from random displacements of the four spots by 1.5 mm (Peterson et al., 2009). Dose error effects from similar displacements of smaller spots can be expected to be worse. One study reported up to a 20% local dose deviation from a 1.5-mm displacement of a 3-mm σ spot (Zenklusen et al., 2011). These studies support system design decisions to strictly control spot aiming positions through acceptance testing, QA, and treatment interlocks. Actual delivered spot placements should be recorded in the delivery system log files and be available for comparison with the treatment plans. Li et al. (2013) showed good correlations between the delivered positions and planned positions, providing confidence in the system interlocks.

### 4.5.5 Energy Accuracy/Reproducibility

Uncertainties in level-to-level energy accuracy/reproducibility are exacerbated when energy stacking is combined with modulated scanning. This combination can result in dose uncertainties in the middle of the target region in addition to the distal and proximal edges. One study considered the combined...
effects of spot dislocation and energy errors. The position error and energy error simulated were 0.2 cm and 0.2 MeV, respectively (Coutrakon et al., 2010). Results of the study indicated that in the proximal half of the target, spot position errors dominated, whereas in the distal half of the target, both energy and spot position errors contributed about equally. In the distal region, the energy error dominated. The dose compliance uncertainty should be carefully analyzed over the range of allowed combinations of parameters for each different type of beam delivery system.

4.5.6 Low MU Per Spot

Based on the dynamic range of the control system, all scanning systems have minimum and maximum deliverable MU per spot limitations. The maximum MU limitation can be circumvented by “splitting” spots of large MU into multiple spots of smaller MU. The minimum deliverable spot MU can, however, affect the delivered dose distribution quality (Zhu et al., 2010). This has implications on how many total spots are planned, their spacing, and repainting. Spot MU rounding errors that occur post planning can result in doses within the proximal region of the range-modulated volume to be different from that planned. The importance of this phenomenon increases when repainting for motion mitigation is used because the integrated flux for each aiming point is decreased. If the beam is turned off and back on between each aiming location, there are additional uncertainties due to estimates in the calculations of the spot time prediction algorithms.

4.5.7 Dose Halo

“Dose halo” is the descriptive term for low levels of dose contributed from a single beamlet at significant distance lateral to the beamlet’s axis. Although the amount of halo dose contribution is small, it can contribute a considerable fraction of the total dose in situations where either a small number of beamlets contribute dose to a small volume or many beamlets contribute to a large volume. If halo doses are not properly included into the dose calculation model under these conditions, additional errors can be introduced into the dose calculation. Sometimes the dose calculation model uses a superposition of two or more Gaussians (Schwaab et al., 2011; Sawakuchi et al., 2010), one for the primary beamlet dose and the other a much lower-weighted but broader distribution to better model the halo dose component. Several groups have looked at this issue and reported dose calculation errors of 5% to 10% when the dose halo components were not included, especially for small fields (Pedroni et al., 2005; Gottschalk, 2015). Using a double Gaussian dose calculation algorithm usually results in errors of less than 3% for typical clinical cases (Zhu et al., 2013).

4.6 Relative Biological Effectiveness

For the intents and purposes of this report, it is recommended that medical physicists implement a formal system of dosimetry that relates the prescribed dose (either using the quantity absorbed dose or an RBE-weighted absorbed dose) and the delivered dose (e.g., in monitor units). Consistency must be achieved in treatment planning (e.g., dose prescription), beam characterization (e.g., measurements of beam dose per monitor unit), treatment delivery (e.g., dose metering and recording), and quality assurance (e.g., chart reviews). Typically, these activities involve multiple software and hardware systems, as well as a team of individuals from varying disciplines. Due to the potential for errors or omissions, it is important that the system of dosimetry is transparent and clear.

More broadly, the RBE is a function of multiple variables, including tissue type, endpoint, fractionation schedule, and linear energy transfer effects. The topic of RBE is beyond the scope of this report. In principle, a comprehensive analysis of the uncertainties associated with these variables is critical to the overall assessment of uncertainties in patient dosimetry. In practice, this is not possible because of incomplete information on RBE in humans (e.g., from radiobiological, epidemiological, and clinical studies). Interestingly, this is in stark contrast to the situation for therapies with ions heavier than hydrogen, where an abundance of evidence forms a compelling case to take selected RBE
values and their associated uncertainties into account in patient dosimetry. Indeed, after more than half a century of clinical proton beam therapy, there is still a lack of knowledge of RBE values in humans for any endpoint or tissue, not to mention their uncertainties. Exacerbating this situation, the knowledge of how RBE values vary between individuals, populations, and other host factors is still lacking. For these reasons, an uncertainty analysis cannot, at the present, take into account RBE in a comprehensive manner. More information about RBE issues with ion beams may be found in the International Atomic Energy Agency technical report #461 (2008). A separate AAPM task group is currently preparing a report that aims to address RBE issues with proton beams.

4.7 Recommendations

- Setting of interlock thresholds is part of the commissioning process, but the threshold values directly impact the uncertainties. The magnitude of the uncertainties due to the interlock settings must be considered in the treatment planning process.
- Despite extensive commissioning tests, when new equipment is first put into operation at a facility, reliable estimates of the dose compliance uncertainties may not be available. This is particularly the case with patient-specific D/MU. In such cases, the user may use historical data from similar equipment. Once the equipment is used for some period of time, facility-specific data should be used.

5. X-ray Computed Tomography Numbers

5.1 Introduction

Arguably, the largest physical uncertainty that affects treatments with light ion beams is the accuracy of x-ray computed tomography numbers. To compute the dose distribution from therapeutic light ion beams in the patient geometry defined by x-ray CT images, most dose calculation algorithms currently used in the clinic require ratios of the stopping power and scattering power of the medium to that of water. These ratios—the relative linear stopping power (RLSTP) and relative linear scattering power (RLSCP)—are both related to the x-ray CT number. Conversion of the x-ray CT numbers to light ion RLSTPs presents a major challenge in light ion therapy because of the related computational errors in the finite light ion penetration and, correspondingly, in the dose distributions in a patient.

The total uncertainty of the computed light ion penetration is affected by both the uncertainties in x-ray CT numbers and the uncertainties of converting x-ray CT numbers to light ion RLSTPs. To quantitatively evaluate the relationship between the uncertainties related to x-ray CT numbers and the light ion penetration uncertainties, the RLSTP in each x-ray CT voxel can be defined as:

\[ RLSTP = CF \cdot XCTN, \]  

(Eq. 7)

where CF is the x-ray CT-number-to-RLSTP conversion function and XCTN is the x-ray computed tomography number. Typically, this conversion function consists of several discrete lines that pass through the origin and the point representing water as seen in Figure 18 (section 7.1). Using Equation 3, we obtain the combined uncertainty \( u_c \) (RLSTP) of the RLSTP:

\[ u_c^2 (RLSTP) = XCTN^2 \cdot u^2 (CF) + CF^2 \cdot u^2 (XCTN), \]  

(Eq. 8)

where \( u(CF) \) and \( u(XCTN) \) are the uncertainties of the conversion function CF and the x-ray CT number, respectively. The uncertainties \( u(CF) \) of the conversion function CF will be discussed in section 7, while the uncertainties \( u(XCTN) \) of x-ray CT number are discussed in this chapter. The uncertainty in
x-ray CT number, \( u(XCTN) \) can, in turn, be separated into the random uncertainty due to x-ray CT image noise and the systematic uncertainty due to image artifacts, as seen in Equation 9:

\[
u^2(XCTN) = u^2(\text{Random}) + u^2(\text{System}) \tag{Eq. 9}\]

The systematic and random errors in the x-ray CT numbers introduce corresponding systematic and random uncertainties in the RLSTPs and the computed range (CR). As seen in Equation 10, a relationship between the error of RLSTP and the computed range error can be obtained using the fundamental range-stopping power relationship:

\[
CR \pm \Delta_{CR} = \int_{E_0}^{0} \frac{dE}{LSTPW \times (\text{RLSTP} \pm \Delta_{RLSTP})} \tag{Eq. 10}
\]

where \( E_0 \) is the initial proton energy and \( LSTPW \) is the linear stopping power in water.

The goal of this section is to describe the uncertainty \( u(XCTN) \), its components, and their influence on light ion penetration. The x-ray CT number uncertainty management strategies to reduce the associated errors of the light ion penetration will also be discussed. Many of the factors associated with x-ray CT number accuracy and artifacts are discussed in considerable detail in textbooks (Hsieh, 2003; Bushberg et al., 2001), reports (AAPM, 1993; AAPM, 2003), and general articles (Groell, 2000; Barrett and Keat, 2004; Yamamoto et al., 2008; Moyers et al., 2010; Yang et al., 2012). This section provides a summary of factors associated with x-ray CT number accuracy and expands on many of the factors that are not commonly discussed in detail in the literature.

### 5.2 Random Uncertainties in Pixel Value (Noise)

#### 5.2.1 Properties of X-ray CT Image Noise

Noise in x-ray CT images is manifested as random fluctuations in x-ray CT numbers due to quantum noise in the detected x-rays and other noise sources, such as electronic noise. In most clinical circumstances, image noise is dominated by quantum noise; however, an observed increase in image noise can be due to detector problems causing a larger electronic noise component. Noise in an x-ray CT image is a stochastic phenomenon, which is usually assumed to have a Gaussian distribution. The standard deviation of the voxel x-ray CT numbers within a region of interest (ROI) can be predicted analytically within a homogeneous medium, such as an air or water cylinder (Kijewski and Judy, 1987; Bushberg et al., 2001; Siewerdsen et al., 2002). In highly heterogeneous media (for example, a patient), noise may be increased compared to that in a homogeneous phantom, and its value is difficult to compute analytically; however, one can expect the quantum noise to follow the basic analytical dependencies, such as inverse proportionality to the square root of dose and thickness of the acquired slice. Using the notation of AAPM Report 39 (1993), the standard deviation of the quantum noise is defined up to a constant of proportionality for a given photon energy spectrum by Equation 11:

\[
\sigma_{\text{noise}} \sim \frac{1}{\sqrt{w^3hQ}} \tag{Eq. 11}
\]

where \( w \) is the spatial resolution, \( h \) is the imaged slice width, and \( Q \) is the x-ray tube mAs. According to AAPM Report 39 (AAPM, 1993), “Any scan parameter which results in improved spatial resolution causes an increase in noise. Conversely, factors which degrade resolution improve noise.” An
example of noise in a patient is seen in Figure 5. One can see that the x-ray CT noise increased approximately by the factor of $\sqrt{3} \approx 1.7$ by changing the x-ray CT slice width from 3 mm to 1 mm.

Being Gaussian in its basic characteristics, the x-ray CT image noise has a high degree of spatial correlation, which is evident in the noise-power spectrum and the “texture” of the noise. When the projection’s raw measurements (sinogram) have additive white noise, the noise in the reconstructed x-ray CT image is not white. The x-ray CT image has much more noise at higher frequencies than at lower frequencies, which is a direct result of oversampling of the lower frequencies during the reconstruction procedure (Schulthess, 1998). For a slice-based fan-beam x-ray CT scanner, the noise power-spectrum properties apply only to the axial (x, y) domain, and the noise is uncorrelated in the longitudinal slice (z) domain.

In addition to quantum noise, x-ray CT images can be contaminated by electronic noise. Electronic noise adds to the quantum noise in the detected signal as the square root of the sum of the squares. Since electronic noise is generally relatively constant and is a small value compared to the detected signal plus quantum variations, it will not have a significant effect, except when the detected x-ray signal is weak due to a large patient or low technique settings. Electronic noise is most evident as lateral streaks in scans through the shoulders or when the patient’s arms are positioned at their sides. Many, if not all, scanner vendors apply mitigation algorithms (often in the form of low-pass filters) that become active for projections contaminated by electronic noise. This reduces resolution, but can substantially improve an otherwise unacceptable image.
5.2.2 Influence of X-ray CT Image Noise on Computation of Light Ion Beam Range

The light ion beam range computed in the geometry defined by x-ray CT images can be considered a random parameter because of the stochastic component of the x-ray CT numbers; therefore, the stochastic beam range uncertainty should be included in the distal margin when designing portals. The deviation of a random computed light ion beam range from the true range should be characterized by the probability density function (PDF). The standard deviation $\sigma$ of the light ion beam range can be used as a measure of the range uncertainty.

The uncertainties in the proton beam range computed in an x-ray CT image-based geometry in the presence of x-ray CT noise have been evaluated based on Equation 10, continuous slowing down approximation (CSDA) for the range simulation, and uncorrelated white noise for the x-ray CT image noise (Chvetsov and Paige, 2011). The uncorrelated white noise approximation was valid only in the $z$-direction on 3D x-ray CT images; however, it was also accepted in all other directions to obtain rotationally symmetric margins in treatment planning. The approximation of the white uniform power spectrum is acceptable as a worst-case scenario because (1) higher noise frequencies produce smaller proton range errors due to stronger x-ray CT error cancellation effect and (2) most of the x-ray CT noise power spectrum is in the higher frequencies. A random-number generator was used to simulate a white Gaussian noise in the x-ray CT numbers along the proton path with the standard deviations of the noise simulated between a low value of 2.5% to a hypothetically high value of 10%. To simulate the statistical straggling of the computed proton range, this procedure was iteratively repeated to obtain a convergence of the proton range probability function (PDF), which approached a normal distribution (Gaussian) according to the central limit theorem (Figure 6).

In general, the performed numerical experiments demonstrated that the relative standard deviation ($\sigma$) of the random proton range is about five times smaller than the relative standard deviation of x-ray CT image noise because of the error cancellation process in different voxels; however, the 95% confidence interval width of the range PDF, which is defined as $4\sigma$, can be significant under typical simulation conditions. If the full range variation would be defined as $4\sigma$, it can be of the same order of 1% to 2% as the uncertainties arising from the x-ray CT-number-to-RLSTP conversion process (see section 7). The computational results also showed a linear relationship between the standard deviation of

![Figure 6. The probability density function (PDF) of the computed proton range in the presence of x-ray CT image noise as a function of the computational grid for a 200 MeV proton beam in water-equivalent media. Reprinted from Chvetsov and Paige (2011) with permission from Physics in Medicine and Biology.](image-url)
the computed proton range and all variables evaluated: dose computational grid size (Figure 7a), standard deviation of x-ray CT numbers (Figure 7b), and initial proton energy (Figure 8a). The linear relationship between the grid size and the range standard deviation indicates that smaller grid sizes can be used to reduce the standard deviation of the proton range. Furthermore, it was determined that the relative standard deviation of the proton range increases as the initial proton energy decreases (Figure 8b).

5.3 Systematic Uncertainties in Pixel Value (Artifacts)

In this report, the classification of the systematic uncertainties in x-ray CT numbers which was used in the AAPM Report 39 and originally proposed by Joseph and Spital (1982) is applied. According to this classification, artifacts are categorized as geometrical errors, algorithm effects, and attenuation measurement errors. Artifacts due to systematic errors are exhibited mostly as rings or streaks due to
the nature of rotational geometry and the back projection process. We also note that, despite the broad
category of artifacts as presented below, their influence on the image quality is usually quantitatively
characterized by a single parameter called field uniformity.

AAPM Report 39 (1993) proposed a uniformity test as a simple and direct approach to determine
the accuracy of the reconstruction process and quantitatively evaluate the systematic uncertainties due
to artifacts. The uniformity test included scanning a uniform phantom and sampling mean x-ray CT
numbers for ROIs of fixed areas throughout the phantom that quantify the presence of systematic vari-
ations. There is no universally accepted value for field uniformity; however, modern scanners can pro-
vide field uniformity of ±5 x-ray CT number units or better under most scan conditions.

5.3.1 Geometric Artifacts
Geometric artifacts are those related to the geometry of the source and detector array of the scanner.
They can appear on an x-ray CT image due to errors from inadequate ray sampling and inconsisten-
ties in the spatial position of rays or projections. AAPM Report 39 (1993) provided a description for
the following geometric artifacts:

1. aliasing that appears as faint streaks radiating from bone edges or other high-frequency
   objects,
2. edge gradient streaks due to sharp discontinuities in attenuation within the finite width of the
   sampling ray,
3. geometric misalignment in the detector or x-ray source, and
4. motion artifacts due to patient motions.

In addition to the classifications above, it is important to mention artifacts due to:

5. partial volume averaging,
6. presence of objects outside the scan field-of-view, and
7. high-density metallic objects.

Partial volume averaging artifacts can occur when different materials are present within a voxel. This type of artifact can be minimized by reducing the voxel size and slice width. The presence of
objects outside the scan field-of-view (SFOV) affects the x-ray CT number significantly due to
incomplete information of the anatomy. Large patient size, arm position, and the patient not being
centered within the reconstruction circle are typical causes of this artifact. Wide-bore scanners with
large SFOVs can be used to minimize this effect.

The presence of high-density metallic objects such as prostheses, dental implants, or implanted
seed markers can create severe streaking artifacts due to incomplete attenuation data. Solutions for
minimizing metal artifacts when metal objects cannot be excluded from the scan volume include
increasing the kV or mA and using a thinner slice thickness. One of the ways of increasing the photon
energy is to use megavoltage x-ray CT scanning, which will be discussed in detail in section 5.6.2.
Several other reconstruction methods have also been proposed to reduce the metal artifacts in x-ray
CT images, such as segmentation and interpolation techniques in sinograms.

5.3.2 Spatial Resolution Limitations and Reconstruction Algorithm Effects
A small object or sharp attenuation edge can be blurred into surrounding pixels. For a small attenuat-
ing object, such as a small bone or implanted fiducial marker, the pixels containing the object will
have a reduced value, and the pixels surrounding the object will have an increased value. Similarly,
those pixels on the high-attenuation side of an edge will have a reduced value, while the pixels on the
low-attenuation side of the edge will have an increased value. There is always some blurring in every
x-ray CT image, but lower-spatial-resolution algorithms increase the blurring effect (with associated lower noise) while higher-spatial-resolution algorithms produce less of a blurring effect. There are a number of factors that affect blurring of objects in the image:

1. alignment and stability of the source, detector, and gantry
2. focal distribution function (FDF)
3. geometric magnification
4. detection function
5. spatial sampling (views, channels, slices)
6. detector primary speed response time
7. integration interval
8. image reconstruction
9. location in images

The focal distribution function (FDF) of the x-ray source, the detection function (DF), and the geometric magnification, which is dependent on the distance from the source along the ray sample in the SFOV, comprise the optical transfer function (OTF), which determines the inherent spatial resolution of the system (Yester and Barnes, 1977). The amount of blurring is dependent on the size of the x-ray tube FDF and the DF. The DF is the effective active detection width of a detector cell and is somewhat less than the cell pitch. At any given point along a line integral sample, the OTF is a convolution of the effective projected FDF and the effective detection function (DF).

If we assume that the FDF is rectangular, the smallest projected size is generally for the ray sample nearest to the isocenter (see Figure 9). As the ray angle (α) increases, the width of the projected FDF increases due to the orientation on a relatively small target angle (usually between 7 to 12 degrees). This causes an increasing radial blurring with distance from the center of the SFOV. It is also clear from Figure 9 that the effective FDF decreases with increasing distance from the x-ray source due to changing magnification. Although not shown in Figure 9, the effective DF also decreases with distance from the detector; thus, as the distance from the source increases, the effective FDF decreases, while the effective DF increases.

Figure 9. Projected focal distribution function envelope from source-to-detector surface. The projected focal spot size changes with fan angle (x,y) and cone angle (z). Reprinted from Toth (2012) with permission from Springer.
Modern scanners have detectors with fast primary speed response times, typically only a few microseconds or less. Detectors on some earlier systems, however, had slower response times that would cause an azimuthal blurring of the line integral samples. The azimuthal blurring also depends on the sample interval that, in turn, depends on the number of views collected per rotation. Other factors that affect the inherent resolution of the OTF are the stability and alignment of the gantry system to which the x-ray tube and detector are mounted. Mechanical vibrations of the OTF relative to the scan space during the scan acquisition produce blurring or streaking.

The sample spacing between rays is also a factor since the supported resolution cannot exceed the spatial Nyquist frequency. To improve the effective Nyquist sampling, detectors for third-generation scanners are offset by one quarter of the detector pitch. In a 360° scan, this causes rays to be interleaved, thus improving the Nyquist limitations (La Rivière, 2004). For this strategy to work properly, the x-ray tube alignment must be carefully adjusted and be stable to maintain appropriate spatial sampling to avoid reduced resolution and increased aliasing artifacts.

Some scanners employ an in-plane dynamic focal spot shifting where the focal spot is alternately wobbled on the anode to the position of a first projection sample after the gantry has rotated a distance equal to one-half the detector pitch (Flohr et al., 2007). This creates a second set of projection samples that can be interleaved with the first position to double the number of line integrals, thereby increasing the Nyquist frequency of the projection. Dynamic focal spot positioning usually also relies on careful alignments to achieve quarter-offset of the double-sampled projections.

The important point to remember regarding resolution blurring is that the OTF is not isotropic within the SFOV due to the factors discussed above. The peak scatter function will thus vary as a function of position within the SFOV. Generally the resolution is best within a region near the center of the SFOV and degrades as the distance from the center of the SFOV increases due to radial and azimuthal blurring.

Although the focal distribution function (FDF) is considered to be the primary region on the anode that is producing x-rays, off-focus x-rays can also be produced as electrons are accelerated toward the anode, backscattered, and then reaccelerated by the positive potential of the anode. Many modern x-ray tubes have metal frames and electron collectors for backscatter, minimizing much of this off-focus radiation. X-ray tubes with higher levels of off-focus radiation will produce a very broad low-intensity blurring that is generally not apparent, except at object edges with high-attenuation transitions, such as brain tissue near the skull or the tissue around the ribs near the lungs (Figure 10).

Figure 10. White arrows: example of reduced HU values due to off-focus radiation. Black arrow: example of shading artifact due to cardiac motion. Reprinted from Toth (2012) with permission from Springer.
tissues can experience significant x-ray CT number reductions of up to 100 x-ray CT number units, due to off-focal radiation blurring effects that can extend as much as a centimeter on either side of the transition. Although software corrections are sometimes employed, they are not fully effective in minimizing such effects. In some cases, these corrections can also produce streaking artifacts or edge enhancements, especially when there is a long relatively straight attenuation transition.

In addition to the OTF, the reconstruction algorithm or apodization filter has a significant effect on the spatial resolution of the image; however, it can only modify the inherent limitations of the OTF. These include the effects of both the OTF and the apodization used for the reconstruction algorithms. In general, most MTF (modulation transfer function) curves for general diagnostic protocols have a 50% modulation of about 4 lp/cm to 5 lp/cm. A 50% modulation at 5 lp/cm means that a 1 mm image feature with a spatial frequency of 5 lp/cm will be reproduced at half its real x-ray CT number.

Some of the MTF curves have spatial frequency regions that increase above unity before decreasing to lower values. These are edge-enhancing filters that boost edges. These filters may cause the x-ray CT numbers at the edges to be artificially higher than the true values on the high-attenuation side and artificially low on the low side. These algorithms can also produce ringing effects around high-frequency features.

While many of the factors regarding spatial resolution and blurring discussed above are dependent on the inherent design of the scanner, there are some factors that can be controlled by the user. When accuracies around small features are important, the user should select a protocol that employs:

- the smallest available focal spot,
- a high-resolution reconstruction algorithm, and
- dynamic focal spot positioning when available.

The user should be cautioned, however, that changing some parameters of a protocol will necessitate measuring a new x-ray CT number to RLSTP conversion function. Failure to do so may create errors larger than incorporated into the uncertainty estimates.

Another factor that the user can affect to reduce the magnitude of uncertainties is to ensure that preventive maintenance procedures for the scanner are followed, especially with regard to system alignments. Some scanners may have hidden indirect parameters or settings that affect spatial resolution. For example, the scanner focal spot size may be a function of the tube loading. In an auto-exposure protocol, the large or small focal spot will be determined as a function of patient size since tube loading increases with increasing patient size. In addition, low-signal algorithms may affect the resolution perpendicular to the long axis of the patient if additional filtering is used to minimize the severe streaking artifacts that would otherwise occur in the image. These algorithms, as well as other parameters, can affect the x-ray CT numbers in some regions of the image. It is recommended that the user fully understand how a particular make and model of scanner behaves and ask the manufacturer about any item in question.

### 5.3.3 Attenuation Measurement Errors

The x-ray CT image is composed of x-ray CT numbers at each pixel location that are related to the x-ray linear attenuation coefficient $\mu$ of the material at that location. The measured values of $\mu$ in a diagnostic x-ray CT image are usually presented in terms of Hounsfield units (HU), but in some TPSs the older x-ray CT number parameter is used. The HU scale is defined such that measured values ($\mu_{x,y}$) are presented in the x-ray CT image as the ratio of the $\mu_{x,y}$ of the material relative to the $\mu$ for water ($\mu_w$) times 1000 minus 1000:

$$H_{x,y} = \frac{\mu_{x,y}}{\mu_w} \times 1000 - 1000$$

(Eq. 12)
Thus, water ideally will have an HU of 0 and air will have an HU of −1000. One inherent problem with this definition is that the \( \mu \) of all materials, including water, is not a constant, but has a value that is a function of the x-ray energy (keV).

Since HUs are relative to the \( \mu \) of water, x-ray CT systems are calibrated and corrected for water beam hardening to try to maintain a relatively constant effective \( \mu \) throughout the SFOV for water over all x-ray energies. If not corrected properly, the HU of water will not be a constant within a water phantom image. With proper calibration and correction, the image of a water phantom will ideally have an HU of zero within a tolerance specified by the manufacturer. However, the \( \mu \) of other materials can still maintain an energy dependence relative to water. The HU of a pixel for these materials depends on the \( \mu \) relative to water and the effective energy of that pixel location within the image.

The effective energy, in turn, depends on the kVp, source target angle, source filtration, and the amount and type of patient tissues in the beam paths contributing to that pixel value. Figure 11 shows estimated HUs computed for several materials assumed to be at the center of a range of phantom diameters for various kVp settings, at typical quality equivalent filtrations (QEFs) of 4.6 mm Al and 7.6 mm Al. The QEF is the amount of aluminum required to achieve the same beam quality (Half Value Layer) if the system filtration was replaced by aluminum. The HUs were calculated using Equation 13:

\[
HU = \left( \frac{\ln \sum I(S_k) \exp(-\mu_w(S_k)l - \mu_X(S_k)\Delta l) - 1}{\ln \sum I(S_k) \exp(-\mu_w(S_k)l - \mu_X(S_k)\Delta l)} \right) \times 1000
\]

(Eq. 13)

where \( I \) is the incident x-ray intensity, \( S_k \) is the x-ray energy, \( \mu_w \) is the linear attenuation coefficient of water, \( \mu_X \) is the linear attenuation coefficient of a sample material, \( l \) is the length of material, and \( \Delta l \) is a 1-cm length of the sample material.

Figure 11. Example x-ray CT numbers for bone, polystyrene, polyethylene, and acrylic versus water phantom diameter (7 degree target angle, \( H = 4.6 \) mm Al quality equivalent filtration (QEF), \( B = 7.6 \) mm quality equivalent filtration (QEF)). Reprinted from Toth (2012) with permission from Springer.
The range of HUs for high-Z materials such as the calcium in bone can be very large. In the simulation, ICRP 23 bone has a range of HUs from 1200 to 2400. The presence of high-atomic-number materials such as bone or metal prostheses can create beam-hardening artifacts. The shading in the soft tissue region of the head image in Figure 12 is caused by bone beam hardening. Although corrections for beam hardening are generally included for some x-ray CT reconstruction modes, especially for head scanning (Joseph and Spital, 1982; Chen et al., 2001; Kyriakou et al., 2010), these corrections do not completely eliminate such artifacts.

Artifacts due to partial volume effects can be indistinguishable from beam hardening; however, such artifacts were much more common on older single-slice scanners and four-dimensional x-ray CT scanners using cine mode with discrete patient positioner positions. Multi-detector scanners with narrow slices are less prone to partial volume artifacts since larger width slices are summations from individual detector row data after the log correction step. Scattered x-rays can also produce similar shading effects between dense features. Scatter, as well as other artifacts such as cone beam, can be minimized by using narrow collimation.

Other sources of error can occur when an x-ray CT scanner is in need of servicing, as shown in Figure 13. Scanners periodically require recalibration to account for detector response drift that would otherwise create band, ring, or center artifacts.

5.3.4 Correction of Systematic Uncertainties in Treatment Planning

The error in the computed light ion beam range, CR, due to systematic errors in the x-ray CT number can be calculated according to Equation 14. Simpler equations can, however, be based upon Equation 10 using certain simplifying assumptions. For example, assuming that the stopping power is independent of energy, a parameter $\alpha$ with a value between 0 and 1 ($0 \leq \alpha \leq 1$) may be introduced where $\alpha$ is the fraction of range affected by the systematic uncertainty, $u_{\text{System}}$. The range uncertainty due to the x-ray CT number can then be obtained by the following equation:

$$\frac{u(CR)}{CR} = \alpha \cdot \frac{u_{\text{System}}}{XCTN}$$

(Eq. 14)
Using Equation 14 we obtain that a relative systematic uncertainty in x-ray CT number of 2% affecting the entire ion range ($\alpha=1$) will produce a 2% error in the ion range. The range uncertainty can, however, be small for larger systematic uncertainties in x-ray CT number if the parameter $\alpha$ is small. For example, a relative systematic uncertainty in x-ray CT number of 10% will produce a 1% error in ion range if the uncertainty affects only 10% of the ion path length ($\alpha=0.1$).

In practical treatment planning, some artifacts seen as visible streak artifacts are commonly mitigated by the following techniques (Newhauser et al., 2008; see also section 5.6.2):

- selection of gantry angles such that the beam path avoids artifacts (see Figures 17A and 17B)
- manual overrides or automatic tools for x-ray CT numbers available in TPSs (see Figures 17C and 17D)

Dual-energy x-ray CT can, in theory, virtually eliminate beam-hardening artifacts. However, similar-looking artifacts can still be present due to scatter contamination of the measurements or partial volume errors (see section 5.6.3).

### 5.4 Factors Affecting Uncertainties in X-ray CT Numbers

#### 5.4.1 Scan Field-of-View (SFOV) and Reconstructed Field-of-View (RFOV) Fill Factors

The SFOV must encompass the entire patient as well as any significant external devices in the path of the x-ray beam. In some cases, the manufacturer may provide an extended view reconstruction algorithm. Such algorithms estimate the missing portions of truncated projections (Lewitt, 1979; Herman and Lewitt, 1981). These algorithms are generally reasonably effective, but the user should examine the images for evidence of discontinuous x-ray CT numbers in the regions reconstructed beyond the SFOV and perform formal testing. Figure 14 shows the effect of an object being not centered for both typical and extended SFOVs. Careful studies and analysis should be performed before using an extended SFOV for light ion beam planning.

The reconstructed field-of-view (RFOV) generally will not lead to significant x-ray CT number inaccuracies if targeted smaller than the patient as long as the SFOV includes the patient (or truncated

![Figure 14. Effect of object not being centered within the SFOV for typical and extended SFOVs.](image)
views are estimated reasonably well). A very large SFOV, however, can reduce spatial resolution and blur small features if the reconstruction filter cutoff is decreased to avoid image aliasing for the larger pixel size.

5.4.2 Patient Size, Positioning and Presence of Different Materials

Patient size and positioning within the SFOV can also influence x-ray CT number accuracy. Generally, tissues with attenuation characteristics similar to water are minimally affected, but other tissues, such as bone or contrast-enhanced tissue, can change significantly depending on the effective energy. Larger-size patients increase the effective energy of the x-rays incident on the detectors, but the effective energy is also dependent on kVp selection. Figure 15 shows the change in HUs calculated at various kVp settings and water path lengths for some tissue type models as defined in ICRU Report 44 (ICRU, 1996).

Patient positioning within the SFOV interacting with the bowtie filter can also change the effective energy and, hence, the HUs in image regions. Bowtie filters shape the beam intensity to better conform to the patient (Toth et al., 2005) and can reduce patient dose, especially peripherally, as well as reduce scattered x-rays and associated shading artifacts. If the patient is miscentered in the SFOV, however, the increased attenuation of the bowtie away from the isocenter can add to the patient attenuation (Toth et al., 2007), increasing the effective energy and the probability of intense noise streaking in the image. Miscentering is common, but it is easily addressed if the technologist is made aware of the adverse effects and exercises care in patient positioning. Proper centering in the x-ray CT scanner SFOV will improve the consistency of x-ray CT numbers and reduce the noise variance due to patient size. Registering the patient to the patient positioner using hemicylindrical pods can also improve consistency of x-ray CT numbers because it forces the patient’s shape closer to a circle and maintains all patient tissues within the scanning volume and out of the view of the calibration channel paths.
5.4.3 Helical Scanning Versus Slice-by-Slice Scanning

Helical or spiral scanning with continuous table motion is very common for body and chest procedures. Helical scans can produce artifacts near dense features that change rapidly within the slice plane, such as the ribs in a chest scan (Figure 16). These artifacts are intensified at high pitch rates. The pitch is the table travel per gantry revolution divided by the total length of the active detector rows. These artifacts do not exist in axial scan modes; however, cone-beam artifacts can still be present near such features. Reducing the pitch or scanning in axial mode can reduce these helical artifacts.

Another way to reduce helical artifacts is by dynamically moving the focal spot in the Z axis (Flohr et al., 2007). A helical artifact is essentially a form of Z axis aliasing. Dynamically moving the
focal spot in Z on the anode creates a second set of samples at intermediate detector row positions, which minimizes helical artifact. This approach requires that the Z axis source collimation be opened sufficiently to accommodate both focal spot positions, increasing x-ray scatter as well as patient dose. It is not possible to track the rapid focal spot movements required by this technique with a dynamic collimator, as it is in conventional helical scanning (Toth et al., 2000). Sometimes these artifact reduction techniques can not be explicitly controlled by the user, but the user should be aware of the consequences. If an artifact is not satisfactorily reduced by the reconstruction algorithm, then the planner may need to contour the artifact regions and manually reassign the x-ray CT numbers or RLSTPs.

5.4.4 Multi-slice Multi-detector X-ray Computed Tomography Scanners

Multi-slice multi-detector x-ray CT scanners have largely replaced single-slice models. These multi-slice multi-detector x-ray CT scanners have the advantage of covering more anatomy using narrower slices and shorter total exam times. These multi-slice multi-detector x-ray CT scanners are thus less likely to encounter patient movement and associated artifacts during the exam and generally produce less intense helical artifacts. The use of a wider collimator to accommodate the multiple detectors, however, generally produces more helical and cone-beam artifacts. When the patient’s water-equivalent diameter varies quickly along the Z axis (patient’s long axis)—such as at the top of the head, in the transition zone from the neck to the shoulders, or the transition zone from the lungs to the liver—the user may wish to use narrow collimation to reduce errors in the x-ray CT numbers within the transition volume.

5.5 Uncertainty Measurement and Scanner Calibration

Scanner calibration, QA, and periodic preventive maintenance are critical for minimizing image quality issues. Detector channel response can drift for a variety of reasons, leading to ring, band, or center artifacts if periodic calibrations and servicing is ignored. Although modern scanners are designed to minimize these drifts, following the QA program indicated by the manufacturer is essential. Changes in detector channel gain of as little as 0.02% relative to the calibrated value can create a visible center artifact.
Since x-ray CT scanners employ a variety of design concepts and features, it is not possible to provide specific scanner uncertainty ranges for x-ray CT numbers. The stability of x-ray CT numbers and associated uncertainty ranges will depend on the specific make and model of the scanner and how well it is maintained.

In this report, the authors have tried to provide a basic understanding of the factors that create x-ray CT number variations and, where possible, to give some understanding of the potential uncertainty ranges. To understand the penetration uncertainty associated with a particular scanner, one would need to scan a set of anthropomorphic phantoms with realistic tissue-equivalent materials using the set of operating conditions at the facility for scanning patients.

5.6 Image Quality Improvements for Light Ion Beam Treatments

5.6.1 Mitigation by Patient-specific Scaling of X-ray CT Numbers

The effects of patient-specific scanning conditions on the scanner-generated x-ray CT numbers can be partially mitigated by scaling the x-ray CT numbers to approximately match the values of materials when the x-ray CT-number-to-ion RLSTP conversion function was determined. One such scaling scheme, provided by Wrightstone et al. (1989) and reproduced in Moyers et al. (2010), is given by Equation 15. This scheme results in air always having a scaled x-ray CT number (SXCTN) value of 0 and water always a value of 1000:

\[
SXCTN = \left( \frac{XCTN_{mat} - XCTN_{wat}}{XCTN_{wat} - XCTN_{air}} \right) + 1 \times 1000
\]  

(Eq. 15)

Practical considerations for acquiring the data from which to scale have been previously given (Wrightstone et al., 1989; Moyers et al., 2010; Moyers and Vatnitsky, 2012). Basically, the process involves sampling x-ray CT numbers from the patient images and comparing them with standard values: for instance, water can be found in rectal immobilization balloons, the aqueous and vitreous humors of the eye, and cerebro-spinal fluid. One can also scale numbers to an externally placed water bottle or the common values of different tissues such as brain and muscle.

At the time of the writing of this report, not all TPSs supported patient-specific x-ray CT number scaling. If scaling is not performed by a particular TPS, then the penetration uncertainty associated with x-ray CT numbers would need to increase compared to that used with TPSs that do provide scaling.

An alternative method to scaling x-ray CT numbers is to apply different scaled x-ray CT-number-to-RLSTP conversion functions. In this scheme, the selection of the appropriate conversion function would require sampling x-ray CT numbers for the patient images similar to that done for the scaling scheme.

5.6.2 Megavoltage X-ray Computed Tomography

Although not used much in the clinic, several investigators have shown that it is possible to substantially reduce image artifacts due to the presence of metallic objects by performing x-ray CT with megavoltage x-rays. The reason for this is that kV photons are severely attenuated by high-density, high-atomic-number materials, whereas MV photons are less attenuated (Brahme et al., 1987; Langen et al., 2005; Newhauser et al., 2008; De Marzi et al., 2013). The severe attenuation at kV energies causes a starvation of transmission data needed to properly reconstruct an x-ray CT image. For example, the megavoltage x-ray CT approach provides a method to accurately image a patient with a titanium hip prostheses, whereas the corresponding kilovoltage x-ray CT images exhibit a region of missing information in and or near the prosthesis. As with kV imaging, megavoltage x-ray CT num-
bers must be converted to RLSTPs for light ion planning. A function for converting megavoltage x-ray CT numbers to RLSTPs has been provided by Moyers et al. (2010) and is given in section 7.5.

Soft tissue contrast and spatial resolution in megavoltage x-ray CT scanning is, however, inferior to kilovoltage x-ray CT. An optimal approach for light ion beam planning might use a hybrid approach using both kilovoltage x-ray CT and megavoltage x-ray CT, as investigated by Newhauser et al. (2008). In their study, a megavoltage x-ray CT scan was performed for a phantom and a test patient with a metal prosthesis using a TomoTherapy HI-ART II unit (TomoTherapy Incorporated, Madison, Wisconsin). Both the kilovoltage x-ray CT number and megavoltage x-ray CT-number-to-RLSTP conversion functions were determined using a stoichiometric method (Schneider et al., 1996). Deviations between individual x-ray CT numbers and the fitted conversion function values were smaller for the MV scanner than the kV scanner, particularly in the important soft-tissue interval from 800 to 1200 x-ray CT number values. This finding suggests that megavoltage x-ray CT imaging may be more accurate than kilovoltage x-ray CT imaging for determining light ion penetration (see Figure 17). For the hybrid kilovoltage/megavoltage CT planning approach, images were first registered to one another with the kilovoltage x-ray CT images being used for delineating soft tissues and the megavoltage x-ray CT images being used for delineating the prostheses and proton dose calculations. The results of the hybrid kilovoltage/megavoltage planning were compared to planning with manual corrections of artifact streaks on the kilovoltage x-ray CT images. The findings of the comparison suggested that the hybrid planning approach using registered kilovoltage and megavoltage CT images yielded a better overall result. Using megavoltage x-ray CT images for light ion treatment planning may provide a feasible alternative to manually correcting artifacts on kilovoltage x-ray CT images (see section 7.6).
Figure 17. Kilovoltage x-ray CT and megavoltage x-ray CT images of a prostate cancer radiotherapy patient with a metal hip prosthesis. (a) The kilovoltage x-ray CT image reveals image saturation within and adjacent to the prosthesis, as well as streaking artifacts emanating from the prosthesis and extending to the contralateral skin. (b) Calculated dose distribution using uncorrected kilovoltage x-ray CT images. White lines show the lateral edges of treatment fields. (c) An example kilovoltage x-ray CT image after substituting estimated x-ray CT numbers for voxels exhibiting saturation and streaking artifacts. (d) Calculated dose distribution using corrected kilovoltage x-ray CT images. (e) Megavoltage x-ray CT image exhibiting poor soft tissue contrast resolution but free of saturation and streaking artifacts. (f) Calculated dose distribution using megavoltage x-ray CT images Reprinted from (Newhauser et al., 2008) with permission from Physics and Medicine in Biology.
5.6.3 Dual-energy X-ray Computed Tomography

Dual-energy x-ray computed tomography (DECT) was first proposed in 1976 by Rutherford et al. (1976). It fell out of favor, however, due to practical difficulties, such as patient motion between the scan acquisitions at the two energies. Recent technological advancements—such as helical scanning, dual x-ray tubes on a single gantry, and fast energy switching—have made dual-energy scanning practical in the clinic. There are three major implementations of DECT: one involves using dual tubes mounted orthogonal to each other, one involves discriminating the energy at the detector level (using layered detectors or photon counters), and the other uses fast kVp-switching of a single tube. The DECT data from the dual-energy scan can either be reconstructed individually and then an energy analysis performed on the reconstructed data or an energy-dependent analysis can be performed prior to reconstruction. The latter method is complicated, but provides additional benefits such as beam hardening effect correction.

DECT has a variety of diagnostic values, such as cardiac studies, contrast-enhanced abdominal studies, bone removal in x-ray CT angiography of base of skull, lung perfusion and ventilation studies, and material differentiation of calcium, iodine, soft tissue, ligaments, tendons, etc. (Johnson and Kalender, 2010). Compared to single-energy x-ray CT, DECT offers both high contrast (due to the low-energy x-ray beam) and a high signal-to-noise ratio (due to the high-energy x-ray beam). A major advantage of DECT for treatment planning is that it can provide both an estimate of the effective atomic number of materials and the relative electron density. This is significant because having both values can reduce the ambiguity in the determination of the light ion RLSTP for a given x-ray CT number. Another advantage may be the ability to correct for beam hardening artifacts, thereby increasing the accuracy of the x-ray CT numbers for different sizes and shapes of patients.

An accuracy of 1% in the estimated electron density has been claimed when using dual-energy monochromatic x-ray sources (Tsunoo et al., 2008). Yang et al. (2010) showed that the DECT is theoretically accurate and robust compared to the stoichiometric method described by Schneider et al. (1996) which is widely used in clinics. The RLSTP calculated using DECT was robust when the tissue density in a voxel varied and partial volume averaging was present. They showed that the RLSTP is both a function of the relative electron density and the mean excitation energy $I_m$, the latter being fit to two linear equations—one for soft tissue and another for bone. Though their work was constrained to an ideal x-ray CT—which ignored beam hardening, noise, and other potential DECT artifacts—these artifacts can be minimized by increasing filtration, dose, and smoothing algorithms. According to Yang et al. (2010), the optimal separation of energies for DECT seems to be about 200 keV.

5.6.4 Ion Computed Tomography Scanning

Ion computed tomography has the potential to improve the accuracy of the dose calculations by measuring the ion RLSTPs directly. It eliminates the need for measuring x-ray CT numbers and then converting them to estimated RLSTPs. The conversion of x-ray CT numbers to RLSTPs is not exact because the x-ray attenuation on the Z and Z/A of the material may differ significantly from the dependence of RLSTP on these parameters. Zygmannski et al. (2000) and Schneider and Pedroni (1994, 1996) measured the inaccuracy of proton treatments based on kilovoltage x-ray CT. This inaccuracy was partially attributed to the inaccuracy in x-ray CT number up to a few percent, incomplete modeling of MCS effects, and range differences of up to 1.5 cm for their 219 MeV proton beam. These x-ray CT and conversion inaccuracies make ion computed tomography desirable, as it provides a map of RLSTP as opposed to a map of x-ray attenuation, as in the case of x-ray CT.

The possibility of using light ions for computed tomography was first suggested by Cormack (1963), and the first application was reported in 1972 by Goitein et al. (1972). Immediately it was clear that ion computed tomography has superior density resolution compared to x-ray CT for a given dose level (Hansen et al., 1981). Ion computed tomography acquisition, however, is not as straightfor-
ward as x-ray CT due to multiple Coulomb scattering and energy straggling. Various prototype scanners have been reported, with investigators measuring different physical quantities and using different algorithms for reconstruction. For example, Fabrikant et al. (1982) reported scanning a metastatic melanoma in the cerebral cortex of a patient with a 670 MeV/n neon ion beam. Schulte et al. (2004) and Petterson et al. (2006) measured the tracks of individual protons using both entrance and exit Si detectors and energy loss using scintillator-based calorimeters. Later, Schulte et al. (2005) and Li (2006) gave specifications for a proton CT scanner both for imaging for treatment planning (optimized for accuracy) and for treatment verification (optimized for speed). An iterative algorithm was used to trace the nonlinear paths of the protons that traverse a simulated patient. The most important parameter in ion CT is the relative electron density resolution, which is fundamentally limited by energy resolution. This resolution is higher for protons than for x-rays for a given dose level, especially for smaller anatomical cross sections. The spatial resolution is, however, limited by MCS. Zygmanski et al. (2000) showed that the relative electron density for PMMA, bone, and oil (fat), were significantly better with cone-beam proton CT than with fan-beam x-ray CT and compared well with measurements with Faraday cup, ICRU values, and Schneider’s stoichiometric method. The system used the method of linearly decreasing signal with linearly increasing thickness and employed a camera coupled to a CCD detector. At the time of writing this task group report, the image reconstruction times were quite long, but the advent of GPU processors bodes well for accurate but computationally intensive algorithms, such as iterative algebraic methods. Currently the first scanner to go into routine clinical service is not expected until 2019.

5.7 Recommendations

- Users should carefully study the details of their specific scanners and any nuances that could affect the CTN, including anticipated artifacts. If artifacts are present in an image, the impact of these artifacts should be evaluated and mitigations applied, if possible.
- A CTN scaling method should be implemented to improve the CTN consistency for different size and shape patients.
- Regularly scheduled maintenance and quality assurance testing is required to keep errors within the stated uncertainties for treatment planning given at the time of commissioning. Special attention should be paid to CT image parameters, such as uniformity of CTN and CT image noise, which can affect the computed penetration of light ion beams.

6. Absolute and Relative Linear Stopping Powers (RLSTPs)

6.1 Usage and Accuracy of Stopping Powers

Uncertainties in the absolute value of ion stopping powers can be of concern in several different situations. The first concern is when the beam data entered into the TPS database, such as a pencil-beam distribution, had been calculated analytically or by Monte Carlo simulation instead of by measurements. The second concern is when the entire dose distribution is calculated by Monte Carlo, including the simulation of the radiation head and the patient. The third concern is when calibrating the ion energy extracted from the accelerator and transported to the patient (see, for example, Moyers et al., 2007).

Currently, the absolute stopping power of water for protons is only known to about ±1%, and there is disagreement between different tabulations. As an example, the range tables given by Janni (1982) and ICRU 49 (1993), both of which were determined by integrating energy loss calculated from stopping powers, differ by 3.6 mm at 250 MeV. A similar problem exists for ions heavier than protons (ICRU 73, 2005). A number of publications over the years have shown that the I-value used in calculation of the stopping powers is probably closer to the value used by Janni (1982) rather than that used
by ICRU (Bischel and Hiraoka, 1992; Bischel et al., 2000; Dingfelder et al., 1999; Kramer et al., 2000; Moyers et al., 2007; Schardt et al., 2008). Andreo (2009) has shown the effect on depth dose using the different tabulations. Sigmund et al. (2009) released an errata for the ICRU 73 report in which the I-value for liquid water for light ions was increased to 78.0 eV, a value midway between the ICRU 49 (1993) and Janni (1982) values. An ICRU report on key data is expected to be published in the near future containing new tables of agreed-upon I-values; this data should lead to reduced uncertainties.

The values of RLSTPs are more commonly considered than the absolute stopping powers because most TPSs, as of 2014, still use dose calculation algorithms based upon measurements in water. Most materials for which RLSTPs are needed are included in the patient’s x-ray CT scan and are converted to RLSTPs using a conversion function (see next section) generated for tissue materials. For soft tissues and bone, the 2 SD uncertainty of the RLSTP varies from 0.4% to 3.3%, with most tissues being less than 1.6% (see, for example, Schaffner and Pedroni, 1998). For other non-tissue-like materials through which light ions pass, the situation may be different. Implanted devices are often made of high-density and high-atomic-number materials and may result in non-sensical x-ray CT numbers. For these objects, their spatial region within the x-ray CT scan may need to be contoured and the real RLSTPs assigned to those contoured regions. Although registration and immobilization equipment, such as table tops, facemasks, and pods are usually included in the x-ray CT scan, use of a conversion function generated for tissue may not correctly convert the x-ray CT number to the correct RLSTP and, again, the devices may need to be contoured and the real RLSTP values assigned. For measurements of basic data and verification of patient plans, dosimetry phantoms are often used. Although these phantoms are designed to mimic real tissues, their RLSTPs are not identical, and usually measured RLSTPs are used for these phantoms.

6.2 Energy and Ion Species Dependence

The energy dependence of the RLSTP is generally small for low-atomic-number materials such as tissue (Moyers et al., 1992; Moyers et al., 2010; Zhang and Newhauser, 2009) and most planning systems ignore this dependency. Most of the path length of a light ion beam through a patient occurs within the plateau region where the light ions have medium to high energies, and the RLSTP value changes little with penetration (≤1.5% for tissues, ≤8.5% for high-Z materials). The fraction of the total path length that occurs when the energy is low and the RLSTP is changing more dramatically (≤5.6% for tissues, ≤35% for high-Z materials) is relatively small. Using standard RLSTPs determined for an intermediate energy (130 to 180 MeV protons, for example) thus incurs only a small error on the range. The energy dependence is not, however, zero, and there may be instances—such as when the beam passes through high-density, high-atomic-number implants—when ignoring this dependence can introduce an error.

Usually the same RLSTP for the same materials can be used by a TPS for different incident ion species. Moyers et al. (2010) has shown that the ion species dependence of RLSTP is less than 2% for proton, carbon, and iron ions.

6.3 Scattering Powers

Another parameter that influences accurate dose simulations is the relative lateral scattering power (RLSCP). This parameter usually goes hand-in-hand with the RLSTP in that it is material- and energy-dependent. Unlike RLSTPs, however, it is very dependent upon the ion species. Unfortunately, there is little published literature on scattering power and its uncertainties. For discussions of ion scattering powers, see Kanematsu (2009) and Gottschalk (2010). For both pencil beam and Monte Carlo treatment planning dose calculation methods, standard practice relies upon iterative fitting of scattering parameters to measured distributions.
6.4 Recommendations

• The user should become intimately familiar with how all applications and methods of their TPS use absolute and relative linear stopping powers and the effects of uncertainties on plan optimization and dose calculations.

• Measurements of RLSP over a range of energies should be performed as part of the commissioning process for various devices that might intercept the beam placed either external to the patient or internally.

7. Conversion of X-ray CT Numbers to RLSTPs

7.1 Models

In addition to the uncertainties associated with the x-ray CT numbers and the RLSTPs, there are also uncertainties associated with the functions for converting the x-ray CT numbers to RLSTPs. Over the years there have been a number of measured and calculated experiments performed to relate x-ray CT number to the RLSTP of light ions. After the data is acquired, a model is fit to the data, and then the model tested for how well it predicts the measured data. These models include formulas, table look-ups, and groupings of materials for Monte Carlo simulations. Most experiments have shown that the models result in relatively small residual errors for soft tissues of about 3.2% at the 2 SD level (Battista et al., 1980; Mustaffa and Jackson, 1983; Schaffner and Pedroni, 1998; Schneider et al., 1996; Hünemohr et al., 2012). Larger residual errors exist for bones, registration and immobilization equipment, and implanted materials (Moyers et al., 1992; Moyers et al., 2010).

In most TPSs, the conversion model is a simple one-step process where an RLSTP is directly assigned to an x-ray CT number via a look-up table with interpolation between the assigned values. In some TPSs, a two-step process is used where the first step links the x-ray CT number to a material definition, and the second step assigns an RLSTP to the defined material. Figure 18 shows a typical conversion function used with a one-step process and a table look-up procedure. At a given facility, a

Figure 18. Typical function for converting kilovoltage x-ray computed tomography numbers (kVXCT numbers) to RLSTPs. kVXCT number data for 120 kVp and RLSTP data for protons taken from Moyers et al. (2010). The abscissa is plotted in terms of scaled kVXCT numbers according to the procedure given in section 5.6.1. Figure reproduced from Moyers and Vatnitsky (2012).
separate conversion function should be generated for each scanner protocol (combination of SFOV, kVp, slice width, and reconstruction kernel). A commissioning procedure for obtaining these conversion functions has been given by Moyers and Vatnitsky (2012).

Between 2010 and 2012 the Radiological Physics Center (RPC) performed site visits at operating proton treatment facilities in the United States to evaluate dosimetry and treatment planning practices. Part of this evaluation included acquisition of x-ray CT-number-to-RLSTP conversion functions for the scanners and protocols at each facility and comparison with the facility’s conversion functions (Moyers, 2011; Moyers, 2014). The same phantom was scanned at each facility, so the conversion of the x-ray CT numbers using each facility’s conversion function should have yielded the same RLSTPs. Figure 19 plots the difference between the RLSTPs determined using the RPC conversion functions and the facility’s conversion function. It can be seen that there are quite large differences in the determined RLSTPs between the various facilities, indicating that the uncertainty in converting x-ray CT numbers to RLSTPs is significantly larger than indicated by the single facility experiments. It is readily apparent that different facilities convert x-ray CT numbers around 900 differently; some consider those x-ray CT numbers to be representative of fat, while others consider them to be a mix of air cavities and muscle-type tissue. The biggest region of concern is for lung tissue, because some of the largest conversion discrepancies are demonstrated for tissues within this x-ray CT number range, and large WETs of this material are often traversed by beams before entering the intended targets.

### 7.2 Contrast

For tumor localization, x-ray CT scans are often performed with contrast injected into the body. The presence of the contrast material alters the x-ray CT numbers and, subsequently, the values of the RLSTPs used to design the portals and calculate the dose distributions. If the x-ray CT numbers remain uncorrected, the altered x-ray CT numbers would result in portal designs with the wrong ion penetration depths in the patient. The most accurate method is to perform two x-ray CT scans, the first one without contrast and the second one—performed immediately after the first one to minimize

---

**Figure 19.** Differences between RLSTPs determined using facility conversion functions and an RPC conversion function as a function of x-ray computed tomography (XCT) number. Reprinted from Moyers (2014) with permission from *Medical Physics*.
motion—performed with contrast. Unfortunately, this increases the whole body radiation dose to the patient. As an alternative, if the RLSTPs of the tissues are well known, then the volumes containing the contrast can be contoured and RLSTP values assigned to those volumes. The x-ray CT number for brain tissue is generally well known, and thus the added uncertainty due to assigning an RLSTP should be fairly small. This may not be the case for lymph nodes, however, so for these areas the use of only non-contrast scans is recommended. Sometimes contrast is permanently infused into implanted materials—such as drainage tubes, artificial bones, or embolization glue—for the purpose of visualization. In these cases, an x-ray CT scan without contrast is not possible, so only the RLSTP substitution method is possible.

7.3 Dual-energy Kilovoltage X-ray Computed Tomography
As stated in section 5.6.3, the use of x-ray CT scans at two or more energies to better characterize the tissue was first performed in the 1970s but seldom used (Hounsfield, 1973; Rutherford, 1976; Gennant and Boyd, 1977; Millner et al., 1979). As of 2015, this was still not being done clinically for light ion teletherapy, but recent studies have indicated that dual-energy kilovoltage x-ray CT can enable quantitative material decomposition (i.e., determine the elemental composition and mass density) which, when combined with Monte Carlo calculations, could lead to a reduction in RLSTP uncertainty in some (but not all) situations. A study by Hünemohr et al. (2014) concluded that the component of uncertainty for converting x-ray CT numbers to RLSTPs could be reduced using dual-energy kilovoltage x-ray CT to 0.6% for soft tissue surrogates, 2% for polymers, and 10.8% for titanium. When high-atomic-number implants like prostheses are present, however, the strong attenuation of high- and low-energy photons used in dual-energy kilovoltage x-ray CT can still lead to artifacts in reconstructed images. The uncertainty of RLSTP from dual-energy kilovoltage x-ray CT in the presence of metal artifacts is currently not known. There is limited experience using dual-energy kilovoltage x-ray CT for light ion beam planning, so there are no conclusive uncertainty values associated with the conversion from scaled dual-energy kilovoltage x-ray CT numbers to RLSTP.

7.4 Ion Computed Tomography
As of 2015, ion computed tomography was not being performed clinically, so the uncertainty associated with this method has not yet been evaluated.

7.5 Megavoltage X-ray Computed Tomography
Compared to kilovoltage x-ray computed tomography, megavoltage x-ray computed tomography can improve the accuracy of RLSTP determination not only for bone and implanted materials with high density and high atomic number, but also for other materials commonly encountered in radiation therapy, such as certain adipose tissues and plastics having densities near to that of water (Newhauser et al., 2008). Figure 20 shows an x-ray CT-number-to-RLSTP conversion curve determined using a megavoltage beam from three Tomotherapy® treatment units (Moyers et al., 2010). Currently, the principal disadvantage of megavoltage x-ray CT is its inferior spatial resolution and contrast resolution in soft tissues compared to kilovoltage x-ray CT. As of 2015, there was limited research and clinical experience using megavoltage x-ray CT images for light ion beam planning. Generally applicable estimates of the penetration uncertainties associated with megavoltage x-ray CT and hybrid kilovoltage/megavoltage x-ray CT imaging (see section 5.6.2) are, therefore, not available.
7.6 Substituting RLSTPs

The use of bulk assignment of RLSTPs to regions of the patient or patient alignment devices for treatment planning has a long tradition, even after the advent of x-ray CT scanning. Its use in modern light ion radiotherapy is usually limited to those cases where there is large uncertainty in the x-ray CT numbers of the pixels within an x-ray CT image due to artifacts, injected contrast media, implanted materials, or alignment devices such as tabletops. In such cases, the overall uncertainty may be reduced by assigning measured or calculated RLSTPs—and relative linear scattering powers (RLSCPs)—to those regions where the x-ray CT numbers are questionable. Moyers et al. (2010) provided a list of expected x-ray CT numbers and RLSTPs for various implanted and alignment materials. This list may be used as a starting point for judging whether the assigned RLSTPs are reasonable, but each user should try to obtain the best values possible for their situation. Larger margins may need to be used when optimizing these types of plans due to the larger uncertainties.

Another use for substituting RLSTPs—and relative linear scattering powers (RLSCPs)—is for ensuring tumor coverage or OAR avoidance for time-varying penetration depths. Examples of this use include air in a water-filled rectal balloon, a patient gown pressing the patient’s skin, gas in the intestines or other cavities, and the diaphragm moving in and out of the beam path. By substituting the highest RLSTP for any material that may be present before plan optimization, the uncertainty of covering the distal edge of the target may be reduced. Conversely, by substituting the lowest RLSTP for any material that may be present before plan optimization, the uncertainty for avoiding a distal OAR may be reduced. It can also uncover under-dosing of the proximal edge of the target.

7.7 Recommendations

- A separate conversion function should be generated for each set of CT scanner parameters (protocols) with different kVp, scan field-of-view size, and reconstruction kernel.
• Differences exist between plastic phantoms and real tissues. If a plastic phantom must be used to generate the conversion function, apply offsets to construct a real tissue function and evaluate the uncertainties accordingly.

• When regions of the CT image contain artifacts or contrast that must be contoured and assigned best-estimate RLSPs, the penetration uncertainty for beams passing through those regions should be increased.

8. Lateral Alignment Uncertainties (LAUs)

8.1 Introduction

Lateral alignment uncertainty (LAU) is defined as the combination of all factors that can result in transverse misalignment of the delivered beam relative to the intended target. A major difference between light ion beams and megavoltage x-ray beams is, however, that LAUs can have profound influences on the uncertainties of penetration of the ions. It is thus vitally important to understand the LAUs, not just with respect to lateral margins, but also with respect to penetration.

8.2 Targeting

8.2.1 X-ray CT Image Reconstruction Accuracy

The geometric accuracy of x-ray CT image acquisition and image reconstruction is critical to the accuracy of the treatment plan geometry as it affects the isocenter placement, beam angle selection, field-shaping device design, and beam range selection. The x-ray CT geometric accuracy should be thoroughly evaluated during the x-ray CT scanner acceptance testing, as well as being verified by periodic QA procedures. The AAPM TG-66 report (Mutic, et al., 2003) provides a detailed discussion of the QA requirements for x-ray CT scanners. The spatial accuracy of x-ray CT scan images is of heightened importance for light ion beam treatments, as any uncertainties in the patient geometry reconstructed from the x-ray CT images may translate linearly into beam penetration uncertainties (see section 5, Equation 14). For example, the geometry accuracy near the outer edge of the image reconstruction field of view (RFOV), especially for large-bore x-ray CT scanners having a bore diameter greater than 100 cm, must be carefully validated to ensure that it meets the ±1 mm tolerance given in the TG 66 report. Alternative mitigation measures—including limiting the maximum SFOV used for clinical applications or additional corrections in the beam lateral and distal margin selections—may be necessary in the event that the scanner is not able to meet this tolerance. When fiducial markers are used for target identification, the x-ray CT slice thickness should be minimized to reduce potential volume averaging errors in marker localization.

8.2.2 Target and Critical Organ Segmentation

Although this task group report is limited to physical uncertainties, it is worth mentioning that target and critical organ segmentation constitutes a significant component of the uncertainties encountered in radiation treatment planning. Weiss and Hess (2003) performed a review of publications concerning inter-observer variations in defining gross target volumes (GTVs) and clinical target volumes (CTVs) and concluded that inter-observer variability in GTV and CTV definitions is a major, and potentially the largest, contributor to geometric inaccuracy in radiotherapy. Such variability may be due to improper selection of imaging modality for target contouring, such as between x-ray CT and MRI images (up to 40% volume difference for prostate); use of contrast-enhanced images versus non-contrast-enhanced images (up to 8% volume difference for prostate), as well as observer training and experiences (up to 30% volume difference). Intra-observer variability was found to introduce approximately 5% variations in target volume definition. Li et al. (2009) reviewed target and normal structure delineation variations for three breast cancer patients drawn by nine physicians of a multi-
institutional and multi-observer clinical trial on breast cancer radiotherapy. They found that some structure volumes intersected (overlapped) by as little as 10% and that the standard deviation for the volume of some structures was as high as 60%. Cooperative clinical trial groups, such as the Radiation Therapy Oncology Group (RTOG), has since published target and organ-contouring guidelines in the form of atlases in an attempt to minimize such inter- and intra-observer variations (Goodman et al., 2012; Gay et al., 2012; Ng et al., 2012; Fuller et al., 2011; Toita et al., 2010; Myerson et al., 2009). Yi et al. (2012) evaluated the reproducibility of the RTOG-endorsed brachial plexus contouring atlas for x-ray IMRT treatment of head and neck cancers in five patients and found that the atlas was successful in providing consistent guidelines for minimizing inter-observer variations in the volumes of brachial plexus contoured by three radiation oncologists.

8.2.3 TPS Contouring Model

The three-dimensional volumes of targets and organs at risk (OARs) of radiation therapy patients are generally calculated from contours manually drawn on two-dimensional planes by radiation therapy staff members. Occasionally, atlas-based tools are used to generate contours. Typically, the contours consist of a series of discrete points drawn on multiple parallel planes, but sometimes the contours are drawn on orthogonal or oblique planes. The reconstruction of 3D volumes from the 2D contours requires mathematical manipulations such as triangulation, interpolation, or extrapolation across all planes. Sparsely located contour points—either within a single plane or due to the use of larger image slice thicknesses or slice spacing—can be a source of additional uncertainty relative to the intended target. Such imaging and contouring methods should be optimized with consideration toward reducing this uncertainty, especially when organs of small, even minuscule volumes are to be segmented, such as the optic chiasm.

8.3 Planning

8.3.1 Accuracy of Non-dosimetric Parameters and Patient Reconstruction

A number of non-dosimetric parameters of a TPS may significantly impact the geometric accuracy of treatment beam alignment. These include the selection and display of the beam isocenter; calculation and display of digitally reconstructed radiographs (DRRs); calculation and display of field-defining apertures; and accuracy of the gantry and patient positioner model within the TPS, including coordinate systems and coordinate system origins, among others. Each of these parameters needs to be carefully validated as recommended by the AAPM TG 53 report (Fraass et al., 1998) as uncertainties in their values may translate linearly into errors of beam placement. In particular, DRRs are commonly used for light ion beam treatment patient alignment and target localization. Bony landmarks, contours of bony structures and organs visible on planar x-ray or x-ray CT images, or implanted fiducial markers are often used for calculating translational and rotational correction values of patient/target localization in comparison to orthogonal x-ray images of the patient. The accuracy of patient alignment is, therefore, limited by DRR reconstruction accuracy. The AAPM TG-53 report (Fraass et al., 1998) details the steps and parameters for verification of DRR reconstruction accuracy and should be reviewed during the acceptance testing of a TPS. The x-ray CT slice thickness used for scanning patients for light ion beam treatments will limit the spatial resolution of DRRs calculated from these images and should be selected to optimize DRR resolution while minimizing patient imaging exposures, as well as staying within the limits of the permitted number of x-ray CT slices in the treatment planning and patient localization systems.

8.3.2 Lateral Penumbra Estimation

Pencil-beam-based calculation algorithms are commonly used for simulations of light ion beam treatment dose distributions (Hong et al., 1996; Bortfeld et al., 1993; Szymanowski and Oelfke, 2002).
Newhauser et al. (2007) compared Monte Carlo calculations and a pencil-beam dose calculation and found that the 80% to 20% lateral penumbra agreed to within 1 mm in homogeneous water. In heterogeneous media, however, the pencil-beam algorithm tended to underestimate the lateral penumbra in several clinical scenarios by up to 1.5 mm compared to Monte Carlo calculations (Paganetti et al., 2008). The dose calculation grid size/resolution used for proton therapy dose calculation can introduce additional uncertainties, especially in the lateral penumbra region. Li et al. (2006) developed an analytical method for determining the maximum acceptable grid size for discrete dose calculations in proton therapy treatment plans. They found that maximum grid sizes from 0.4 mm to 6.8 mm were required for beam ranges of 20 mm to 300 mm to maintain dose calculation errors due to dose grid size effects to within 2%.

In clinical light ion beam treatment planning, aperture margins should be explicitly selected for each portal to accommodate the increase in lateral penumbra width with increasing penetration depth. In addition, inter- and intra-fraction setup errors and organ movements, as well as patient anatomical changes that occur throughout the course of treatment, may introduce significant variations of the WET near the field borders, for example in the treatment of lung cancer wherein a beam may pass through the heart tangentially before reaching the target. Heart motion, combined with breathing and patient setup rotational errors, may introduce WET variations of several centimeters near field borders, thereby affecting the penumbra width. Failure to take these penumbra width changes into consideration during treatment planning may lead to dose under-coverage of the target. Calculating the dose distribution on multiple breathing phases, as mentioned in chapter 10, can also help in estimating an effective lateral penumbra to be used for margins.

8.3.3 Isocenter Definition/Selection Relative to X-ray CT Images

The location of the isocenter relative to the x-ray CT image is defined using a TPS. Modern 3D TPSs typically allow input of the isocenter coordinate location at a resolution finer than a single x-ray CT image voxel; therefore they are able to achieve a theoretical resolution of the isocenter location coordinates to within 0.1 mm or better (Fraass et al., 1998). Although not strictly an uncertainty, if the TPS does not allow selection of the coordinates for the isocenter with sub-voxel resolution, the TPS user would be required to select a non-optimal isocenter location, i.e., the center of the voxel or one of the voxel vertices as defined by the TPS. This would introduce a systematic non-ideal offset in the location of the isocenter throughout the course of treatment.

8.3.4 Apertures and Collimators

8.3.4.1 Patient-specific

Manufacturing Technique

Patient-specific apertures are typically machined from brass or other suitable materials that can efficiently stop protons and are readily machinable. An alternative method is to cast the device into the desired shape from a suitable reusable material such as Lipowitz metal. Yet another method is to cut the material using an electrical discharge machine (EDM) wire cutter. For machined apertures, potential uncertainties that can affect the lateral field shape include tooling size and machine/milling accuracy if the TPS does not fully account for and model the properties of the physical tools that will be used to fabricate the aperture, in particular if the aperture shape is manually edited by the TPS user. Another potential uncertainty can be introduced if the machined aperture does not account for the beam divergence (e.g., is manufactured with parallel edges). The magnitude of this effect worsens for large off-axis distances. For cast apertures, a potential uncertainty is the accuracy of the formation of the aperture edge from the mold, as compared to the intended shape defined in the TPS. It is noted that the effect of beam divergence can be more readily included in the electrical discharge machine (EDM) or cast aperture manufacturing processes compared to machined apertures.
For milled apertures, corners cannot generally be sharper than the milling tool radius, which might be as large as 5 mm. A hot wire for cutting the foam mold for a cast Lipowitz metal aperture or an electrical discharge machine (EDM) wire for directly cutting a brass or Lipowitz metal aperture provides the ability to achieve smaller-radius corners compared to a CNC drilling tool. Regardless of the manufacturing process, limitations in the ability to recreate the planned aperture contour can be properly addressed as long as the corresponding TPS accounts for the aperture manufacturing tool size in the treatment plan model. As manually edited aperture contours defined during the planning process could have sharper corners than can be physically realized, the TPS should include tooling size information to prevent this from happening. Apertures milled on a CNC machine typically have better than 0.5 mm accuracy, although each patient aperture should be verified for accuracy to identify potential errors due to drilling tool wear or data transfer errors.

**Divergence**

Unlike the aperture edges produced by a wire foam cutter or electrical discharge machine (EDM), the beam divergence is typically not included in the edges of most machined apertures. Compared to when the beam divergence is taken into account, the lateral penumbra width may be different than when parallel cutting of the aperture edges is performed; therefore, the uncertainty associated with divergent or non-divergent apertures should be determined during the commissioning of the aperture system. Uncertainty of the penumbra width for different off-axis edge locations and finite aperture thickness has been reported by Slopsema et al. (2006).

**Weight (See Also Beam Delivery Section 8.5 on Deflection)**

The total weight of patient-specific apertures, with a typical density of about 9 g/cm², can be significant depending on the size of the treatment field and the required thickness needed to block the highest-energy ion beam. Depending on the design of the device supporting the aperture, the weight of the aperture can potentially produce small but varying amounts of deflection in the beam delivery system that can affect the accuracy of the beam delivery aiming point. The amount of deflection, although expected to be a fraction of a millimeter, could be a non-negligible factor for high-precision stereotactic treatments. The aperture mounting and locking mechanism within the applicator and the applicator mounting on the applicator carriage may also introduce aperture-positioning offsets. A method to reduce the uncertainty associated with deflections of apertures with different weights is to compare a radiographic image through the aperture with an outline of the aperture produced by the TPS. Depending on the design of the devices and the QA procedures, the uncertainties described above that are associated with the aperture may introduce an offset from the intended location of approximately 1 mm as projected to the isocenter.

### 8.3.4.2 Multi-leaf Collimators

**Introduction**

The first multi-leaf collimator (MLC) for photon teletherapy was described by Takahashi (1960), and later MLCs were developed for fast neutron and electron beams (Leavitt et al., 1989). There have also been several different designs of MLCS for ion beams (Kanai et al., 1983; Ludewigt et al., 1995). The most obvious purpose of an MLC is to form patient-specific aperture shapes, eliminating the need for machined or cast apertures. For radiosurgery, the leaf widths must be very narrow (Dartz et al., 2009). Another purpose of an MLC for ion beams is to perform energy and fluence modulation (EFM) by combining different MLC shapes with different beam energies. The Lawrence Berkeley Laboratory developed a fast-moving MLC for such a purpose which was applicable to both laterally scattered and scanned beams (Chu et al., 1993). Others have also proposed this method of EFM using MLCS (Kanai et al., 1983; Torikoshi et al., 2007). (Note that the number of energy steps required to cover a target using this method can be reduced by using a so-called *miniature* range modulator of 5 to 10 mm nom-
inial range modulation width.) Yet a third purpose of an MLC is to reduce the size of a scanned beam spot, effectively increasing the degree of lateral fluence modulation, decreasing the lateral field penumbra width, or both (Bues et al., 2005; Moignier et al., 2015; Kang et al., 2018).

Although an MLC facilitates efficiency in patient treatment delivery through elimination of handling and storage of patient-specific apertures, the use of an MLC potentially introduces additional uncertainties that should be considered. For example, any physical parameter of the leaf edge or leaf divergence that is not accurately modeled in the TPS can introduce an uncertainty in the delivered dose distribution compared to the TPS plan. For instance, if the leaf collimators had a gap of 20 μm, then the leakage transmission might be less than 1% and the overall uncertainty in dose relatively low (Grusell and Montelius, 1994). In addition, the absolute accuracy of the positioning of the leaf or the rotation of the MLC will introduce an uncertainty in the boundary of the delivered treatment field. Whereas the uncertainties associated with a physical aperture may be more likely to be systematic, the dynamic nature of multiple moving leaves of an MLC increases the possibility of uncertainties that are both random and systematic. The magnitude of these uncertainties is a function of both the MLC design and the TPS model and should be evaluated together as a system.

**Leaf Design Influence on Lateral Penumbra Model**

MLC leaves should be thick enough to not only stop the primary light ion beam, but also reduce the neutron dose to an acceptable level. To minimize leakage, the University of Pennsylvania (UPenn) uses 9-cm-thick tungsten leaves with discrete steps on the sides of each leaf (see Figure 21). The MLC consists of 50 leaf pairs with a lateral width perpendicular to the light ion beam axis of 5 mm (Diffenderfer et al., 2011). The leaf sides are designed to match the beam divergence for the nominal virtual source-to-axis distance (VSAD). For practical reasons, the end of the leaf may not have a profile that changes with leaf position to match the beam divergence. As such, the lateral penumbra width associated with the end profile shape of the leaf may be different from the lateral penumbra width associated with the side of the leaf. In the UPenn MLC design, a difference in lateral penumbra width of approximately 1 mm has been observed between the leaf edges and sides. The design of the TPS algorithms should be evaluated to determine if possible differences in beam divergence (and the associated uncertainty) are accurately accounted for in the TPS penumbra calculation. If they are not, then either the dose calculation model must be improved or the applied margin may need to be altered.

Arguably, an MLC should rotate around the light ion beam central axis. If an MLC has this capability, then the lateral penumbra could be a function of the MLC rotation angle, and the TPS should...
have the capability to take this dependence into account. If the TPS does not account for this dependence, a larger uncertainty value may need to be applied.

The discrete leaf width of a proton MLC system introduces a “stair-stepping” effect of the produced field shape and, subsequently, the isodose curves, particularly at shallow depths, which may not be modeled by the TPS. Furthermore, when the projected leaf width is greater than 5 mm, the discreteness of the TPS conversion of the field shape into MLC leaf positions may affect the agreement between the delivered and the TPS dose distributions. Thinner MLC leaves would reduce such uncertainties; the dosimetric effect of such uncertainties should be investigated for any new MLC system.

Leaf Position Accuracy
Since the position of the MLC leaves depends on the shape of the patient’s fields, the accuracy and associated uncertainty of the leaf position should be considered in the analysis of the system’s ability to define the accuracy of a treatment edge location. In addition, where the leaves are intended to be closed, the tolerance of leaf positioning should be at least smaller than the steps in the leaf end. Leaf ends have finer sub-millimeter positioning resolution than the 5-mm resolution of the leaf sides and, therefore, the leaf positioning accuracy should be considered within the context of penumbra uncertainty from the leaf design. For different leaf-to-patient gaps and phantom depths, the field size and penumbra should agree within approximately 1 mm to treatment planning values for all four MLC edges.

For the purpose of shaping a scanning beam spot, the MLC must move rapidly and achieve its prescribed position before the spot arrives. Non-repeatable dampening of the rapid motion of the MLC can lead to uncertainties of the beam spot shape and size and, therefore, the resultant dose distribution. Preliminary investigations suggest that by limiting the minimum offset distance between the trimmer blade and the projection of the spot aiming point to 1.5 mm, a robust plan can be created that suffers less than a 2% change in the prescribed target coverage (95% level of prescribed dose) when subjected to spot positioning, trimmer positioning, and mounting alignment errors of 1.0 mm, 0.5 mm, and 0.5 mm, respectively at the 2 SD level (Gelover et al., 2015).

Interaction with Gantry
In contrast to radiation heads with multiple applicators for different clinical applications, MLCs typically have only one large size and, therefore, require larger air gaps for some situations. In the UPenn MLC design, the outer shape of the MLC was designed so as to achieve air gaps similar to a 100-mm-radius beam applicator. This design incorporates an asymmetric outer contour so as to minimize the gap for head and neck applications. Translation of the MLC along the beam direction might cause a variation in the patient field if the translation is not parallel to the central axis. This movement should be controlled to within 1 mm and checked periodically. As with other beam applicators, the deflection and accuracy of the MLC should be determined at both the minimum and maximum extension locations, as well as at typical locations for different gantry angles. The distal edge of the UPenn MLC can be placed anywhere from 100 mm to 500 mm from the isocenter, with 300 mm being a typical extension. Gantry-angle and MLC extension-specific corrections to be used in the image guidance system can be defined to compensate for known beam deflections relative to the isocenter (Moyers, 2004). For example, at UPenn, eight gantry angles and three MLC extensions are used for interpolating the defining gantry angle, and MLC extension-specific corrections to the isocenter are used as part of image guidance. Although the total gantry isocenter diameter may be up to 5 mm, less than 1 mm of this was due to deflections of the beam applicator during extension.
8.4 Alignment

8.4.1 Inter- and Intra-fraction Patient Translation and Rotation

Light ion beam treatments have traditionally been performed using daily image guidance with orthogonal x-ray imaging. Inter-fraction errors, be they based on bony landmarks or implanted fiducials, can be estimated based on the landmark type, expected motion of the target, as well as the inherent accuracy of the image guidance algorithms. For example, a tolerance between the planned and imaged position (e.g., physical or virtual cross-wire) of 1 mm in translational daily setup errors may be used for nonmobile targets, while for a mobile target, such as the prostate localized using implanted fiducial markers, a tolerance of 2 mm may be appropriate. The determination of aperture margins from clinical target volumes (CTVs) or organs at risk (OARs) should, therefore, include consideration of these uncertainties.

Intra-fraction patient translation and rotation errors, herein defined as such errors that apply to the entire patient (instead of the target), may occur due to either patient motion or patient positioner motion between two or more portals of a single fraction. The accuracy of the patient positioner isocentric rotation and translation may introduce additional alignment errors if the patient is imaged and aligned at a combination of gantry and patient positioner locations that are different from the treatment position (without re-imaging). Note that the intra-fraction errors, as defined here, are limited to light ion beam treatment system mechanical tolerances, including gantry isocentricity and patient positioner translation and rotation accuracy, as well as the tolerance of the initial patient setup position using image guidance. Since light ion beam treatments are usually considered high-precision treatments, recommendations for SRS/SBRT can be applied. The AAPM report TG-142 (Klein et al., 2009) recommended that imaging accuracy be maintained to within 1 mm for SRS/SBRT-type treatments using either planar kV or cone-beam x-ray computed tomography imaging techniques, and that gantry and patient positioner motion accuracies be maintained to within 1 mm and 0.5 deg of their respective baseline values. Localization imaging performed between each treatment portal has the potential of reducing the required margins.

Rotational intra-fraction errors may be present due to gantry and patient positioner residual angle errors. Determination of the effect of intra-fractional errors is significantly dependent on the geometry of the treatment field and target shape: a target elongated in the direction of the beam axis will be more sensitive to rotational errors compared to a more spherical target due to potential under-coverage of portions of the target proximal/distal to the isocenter, therefore potentially requiring an additional lateral margin to accommodate. For example, for a portal with 100 mm of range modulation, a field diameter of 100 mm, and a VSAD of 2300 mm, a 1° gantry angle error would require slightly less than 1 mm additional lateral margin.

8.4.2 Non-rigid Body Deformation and Organ Filling

Targets that are in close vicinity to organs with potentially variable filling volumes are well known to move and deform. A prime example of this phenomenon is in the treatment of prostate, which can both move and deform due to changes in bladder filling and rectum contents, including rectal gases and fecal matter (Mak et al., 2012; Liu et al., 2012; and Velec et al., 2012). Such movements and target deformations can be especially severe for post-prostatectomy radiotherapy, as the bladder is at risk for tumor involvement and is thus included in the target (Fiorino et al., 2005). The location and geometry of other abdominal tumors may similarly be affected by varying stomach and bowel filling, especially if the x-ray CT scan and treatment delivery occur at different times of the day (Mahmood et al., 2012). While no general algorithms are available for estimating the magnitude of such motion and deformation, clinically they are managed by attempts to reproduce a certain organ filling, such as treatment of prostate tumors with rectal balloons filled to a constant volume and by having patients drink water immediately prior to their x-ray CT scan and treatments in order to achieve a full bladder.
For treatments of abdominal tumors, the patient may be requested to fast before each scan or treatment (Mahmood et al., 2012). Daily use of ultrasound scanners may also be used to verify a given bladder volume (Hynds et al., 2011). Periodic rescanning with x-ray CT or MRI may reveal if the applied uncertainties are sufficient or if replanning is necessary to achieve the desired prescription aims. The effect of organ filling and organ deformation needs to be carefully considered in light ion beam treatment planning, as it perturbs not only the target geometry, but also the beam range and range modulation. For example, beams that pass through organs with variable filling or large deformation should be avoided if possible. If avoidance is not possible, then larger distal and proximal margins should be used and plans recalculated with the organ content overridden with air and water to check the robustness of the plan.

### 8.4.3 Imaging Systems

Radiographic imaging is usually used to align the patient with light ion beam treatment equipment and, as such, the imaging equipment must be well-aligned with the light ion beam delivery axis to minimize uncertainty in patient alignment. Imaging may be performed using either pairs of 2D planar imaging (usually orthogonal) or 3D volumetric imaging.

#### 8.4.3.1 kV Planar X-ray Imaging

**Imaging X-ray Source Axis Congruency with Light Ion Beam Axis**

An x-ray source is often used as a surrogate for the light ion beam through temporarily placing an x-ray source directly onto the beam delivery axis to create a “beams-eye-view” (BEV) projection. Alternatively, radiographic sources can be located off-axis to define a fixed geometry relative to the beam delivery axis. Regardless of the locations of the x-ray sources, any uncertainty in the location of the radiographic axis relative to the beam delivery axis will likely result in a systematic error in the location in the patient image and, therefore, in the patient alignment relative to the beam delivery axis. Uncertainty in the transverse location of the radiographic source relative to the central axis of the beam generates an uncertainty in the projection of the object, typically the patient’s anatomy to be treated onto the imaging plane. The amount of uncertainty in patient alignment is related to the beamline geometry, including the radiographic source-to-axis distance (SAD), source-to-imager distance (SID), and source transverse location uncertainty. In general, the amount of allowable x-ray source transverse uncertainty is greater than the uncertainty it produces in patient alignment at isocenter due to demagnification associated with typical geometries used in light ion treatments (see Figure 22).

![Figure 22. Effect of radiographic source transverse displacement uncertainty.](image)
Imager Reference Axes (e.g., Cross-wire) Congruency with Light Ion Beam Axis

Imagers (both digital and film) are located behind the patient to capture the patient’s position. In addition to capturing a projected image of the patient’s anatomy, reference axes must be established to relate the image geometry to the beam delivery geometry. This may be achieved by mounting a radio-opaque “cross-wire” in front of the imager (typically on the imager or on the beam applicator) such that a reference axis is established in the image along with the patient’s image data. The cross-wire is typically aligned during installation, and periodic QA is performed to verify that the cross-wire is aligned to the central axis of the beam delivery system. Alternatively, a virtual cross-wire can be synthetically displayed based on a predetermined reference axis in the image data.

Depending on the system configuration, imagers can be mounted on movable or retractable mechanisms that are subject to variations in position of the imager and the reference physical or virtual cross-wire. Variations in the imager location (and the imager’s reference axis) can occur, especially under the influence of gravity during gantry rotation. Variations in imager location can also occur depending on the mechanism for positioning the device, including settling into mechanical detents for manual motion, or electro-mechanical shifts if positioned by motor-driven mechanisms. Assuming the patient is aligned at a position using an imager that has an error in its reference axis (e.g., cross-wire), the amount of error or uncertainty in the reference image axes usually results in a direct error in patient alignment (after accounting for radiographic demagnification back to the isocenter).

It should be noted that systems that use a virtual cross-wire require additional considerations and care to understand their uncertainties, since these systems rely on \textit{a priori} knowledge of the consistency and stability of the imaging equipment and, hence, the implied image reference axis. Furthermore, systems employing virtual cross-wires (or physical cross-wires) can potentially characterize deflections and errors associated with the imaging system and show the (virtual) cross-wire in a “corrected” location on the image. Systems employing such characterization methods to reduce uncertainty must be carefully analyzed to ensure that the assumptions applied for correcting the image reference axis are valid. Furthermore, these assumptions must be verified on a periodic basis to ensure the assumptions are valid between verification tests. Implicit in the above description of the congruency of the imager reference axis and light ion beam axis is that the imaging and treatment isocenters are congruent (see section 8.4.10).

Imaging System Magnification Factor

Digitally reconstructed radiographs (DRRs) are typically created during planning to establish the desired patient setup position to be replicated during treatment. To create these DRRs, the TPS uses a mathematical model of the imaging geometry of the treatment equipment, typically the imaging SAD and SID. Deviations or uncertainty in the actual position of the imaging source or the imaging panel location relative to the isocenter along the beam delivery axis will result in a different image magnification compared to what was used to generate the DRR. If anatomical features used for registration are distributed uniformly throughout the four quadrants of the radiographic image, this uncertainty effect at isocenter tends to be canceled. However, if anatomy in a particular quadrant of the image is predominantly used for image registration, magnification errors (either variations in the radiographic source location or in the imager) can result in a lateral alignment error (lateral uncertainty) at the isocenter, as shown in Figure 23.
8.4.3.2 Integrated 3D Volumetric Imaging

While 3D volumetric imaging systems have been widely used in megavoltage x-ray beam delivery systems, they remain under development for light ion beam systems. AAPM TG-179 report (Bissonnette et al., 2012) provides detailed discussions of x-ray CT-based image guidance systems available for megavoltage x-ray beam delivery systems, including x-ray CT-on-rail, cone-beam x-ray computed tomography, and megavoltage x-ray CT. The report noted that agreement between the XCT isocenter and the treatment beam isocenter was typically better than 1 mm and recommended that a 2 mm tolerance be used for daily system QA tests. When volumetric imaging systems are implemented for light ion beam treatment delivery, careful attention must be given to such tolerance values and their application to lateral margins during treatment planning.

8.4.4 Delineation/Selection of Fiducials, Chamfers, Overlays, Etc. (on Reference DRRs and Setup Image)

Accuracy of patient alignment using orthogonal kV images is highly dependent on the accurate reproduction of alignment landmarks on reference images and daily kV x-ray images. The slice thickness of x-ray CT images used to create reference DRR images will generally limit the delineation accuracy of such landmark points to no better than one-half of the image slice thickness. Field margin calculations for light ion beam treatments should, therefore, make allowances for such uncertainties.

8.4.5 Patient Immobilization Variations

Daily patient immobilization reproducibility is generally considered in inter-fraction uncertainties. Its effect on lateral field margins for light ion treatments is, therefore, no different from image-guided x-ray-based radiotherapy procedures, although potential effects of such immobilization variations on beam ranges need to be carefully investigated.

8.4.6 Alignment Algorithm Accuracy

Calculation of patient setup or target localization corrections, from orthogonal kV x-ray images, may be based on 2D-2D matching of landmark points or chamfer (surface) features, or 2D-3D registration methods (Markelj et al., 2012). For calculation of translational corrections, Ploquin et al. (2008) compared three different imaging modalities (MV planar, kV planar, and cone-beam x-ray-computed tomography available with a linear accelerator and found agreement within 1 mm between 2D-2D and 3D-3D image registration algorithms. The general use of robotic patient positioning systems has
allowed the application of 6 degrees-of-freedom corrections for patient treatments, thereby justifying the application of 2D-3D and 3D-3D image registration methods. In controlled phantom studies, these algorithms have been able to provide translational and rotational correction values with better than 1 mm and 1 degree accuracy for 2D-3D techniques (Fu and Kuduvalli, 2008) and better than 0.1 mm and 0.1° for 3D-3D techniques (Li et al., 2008). Note that these values are theoretical “best case” tests, with no influence of imaging technique variations, patient organ motion, or other factors that can degrade image quality and introduce imaging artifacts. The presence of these other factors in clinical patient images will introduce additional uncertainties in the accuracy of image registration and subsequent patient alignment and must, therefore, be considered carefully for each disease site.

8.4.7 Congruency of Light Field with Treatment Beam Field Edge

Some light ion beam equipment includes a light field to illuminate the intended light ion field. In cases where a light field is used for field matching—for example, in cranio-spinal treatments with the patient in a prone position—agreement of the optical light field and light ion beam field must be verified, similar to the QA expectations for megavoltage x-ray and electron beam therapy (Klein et al., 2009). For systems that have multiple beam applicators with a telescoping applicator carriage, this agreement should be verified for each beam applicator and for the entire range of travel of the applicator carriage. The divergence of the light field should be verified to agree with that of the light ion beam, especially when there are potentially significant differences between the virtual source-to-axis distances of the light field and the light ion beam. Tests should also be performed to determine at what applicator carriage extensions the light field is valid, as it has been reported that for some extensions part of the light field may be blocked. (Note that the summary of hypothetical lateral alignment uncertainties (LAUs) given in Table 2 below assumes patients are aligned with x-rays; it does not include uncertainties for light field and radiation field congruency.)

8.4.8 Patient Repositioning (Positioner Accuracy) to Implement Computed Correction

As a result of the image registration process, a correction is typically required to move the patient into proper alignment to match the setup DRR. Typically the amount of position correction is relatively small, e.g., less than 15 mm and less than 3° of rotation. The correction move is typically implemented by a patient positioner. Unless verification radiographic images are acquired immediately after the correction move, any error in the positioner’s ability to implement the correction move can be a source of additional patient setup error. For the small translation distances described above, this error or uncertainty is on the order of a few tenths of a millimeter.

8.4.9 Imaging Versus Treatment Position Versus Secondary Targets

The uncertainties identified above relate to reestablishing the patient’s position relative to a setup position typically defined by DRRs. Additional uncertainties, however, are introduced when the patient or gantry is moved from this imaging position to an alternate position used for the actual light ion beam delivery. For example, to achieve high-quality image registration, a patient may be aligned and registered at cardinal angles with a zero positioner yaw (patient axis aligned with the gantry rotation axis), however the actual light ion beam could be delivered at a different gantry angle or different positioner yaw angle or translational position. Similarly, additional uncertainty is introduced when moving to secondary treatment isocenters with a relative distance based on the DRR registration. Depending upon the specific treatment plan, imaging position, treatment position, and secondary imaging and registration, the additional uncertainties in the following sections may apply.

8.4.10 Gantry Isocenter

The gantry isocenter can be defined as a sphere of a specified radius that encloses all beam delivery aiming points as the gantry is rotated through its range of motion. The fact that the isocenter has a
finite radius is indicative that the aiming point changes as a function of gantry angle and, therefore, represents a source of lateral alignment uncertainty (LAU) depending on the sequence of motions performed after the patient has been initially aligned. Factors that influence the size and shape of the isocenter include the physical type and design of the gantry structure, the amount of “walk” the gantry is allowed to move (also referred to as “corkscrew” motion along the axis of rotation) relative to the supporting building or structure, the type and design of the beam applicators and applicator carriage extension, and the influence of gravity. The diameter of an isocentric rotating gantry isocenter can range from 0.5 to 4 mm in diameter without software correction. The lateral uncertainty introduced by a non-zero (finite-sized) gantry isocenter may be an error that has both random and systematic components. Radiation head sag due to gravity may contribute a systematic error in the plane swept by the beam delivery axis during gantry rotation, whereas gantry corkscrewing and building interface points may result in a random or pseudo-random uncertainty in the direction along the axis of rotation that could include positional hysteresis based on the sequence of rotations leading up to a current gantry angle (Moyers and Lesyna, 2004). Such systematic beam pointing deviations due to the gantry characteristics can be measured and entered into a look-up table for corrections to be applied to the patient positioner at corresponding gantry angles (Moyers, 2004). The integrity of such a table should be verified each time repairs are performed on the gantry structure or attached components that may change the weight distribution of the gantry assembly.

8.4.11 Patient Positioner Isocenter

Patient positioners used in light ion beam therapy typically have the ability to perform motions, including the ability to mimic an isocentric rotation about a point (i.e., a yaw rotation about the vertical axis). Many patient positioners used in light ion teletherapy, especially those with rotating gantry-based systems, do not have a physical isocentric circular thrust bearing (as is often used in conventional radiotherapy) about which to rotate. Pseudo isocentric motions with these positioners are typically accomplished through a mathematical computation and subsequent movement of six or more degrees of freedom. The combination of uncertainties in each axis of the positioner will result in some error from the ideal isocentric motion. Similar to the gantry isocenter, a patient positioner isocenter sphere with a unique size and shape will be produced. Unless otherwise corrected by an external measurement system or other method, the non-zero patient positioner isocenter is a source of additional lateral uncertainty. The lateral uncertainty introduced by a non-zero positioner isocenter may be an error that has both random and systematic components. Patient positioner sag due to gravity may contribute a systematic uncertainty, whereas the positioning motors and sensors could introduce uncertainty that includes hysteresis based on the previous motion paths.

8.4.12 Patient Positioner Motion Absolute Accuracy

Similar to uncertainties associated with isocentric rotations, non-isocentric patient positioner motions, such as movements to secondary targets or patch portals, can introduce uncertainty based on the positioner’s ability to implement relatively long distance movements. The type and magnitude of uncertainty in each axis (translation and rotation) is highly dependent on the design and architecture of the patient positioner. The uncertainty in position introduced by “long distance” motions within the positioner’s workspace (absolute accuracy) should typically be less than ±1 mm for a well-designed positioner.

8.4.13 Congruence of Gantry and Positioner Isocenters

As described above, both the gantry and the patient positioner have non-zero-diameter isocenters that can result in lateral alignment uncertainty (LAU) during treatment. Another source of uncertainty is associated with the congruence of the gantry and positioner isocenters. Any misalignment of the centers of the two isocenter spheres will further exaggerate LAU during treatment. Typically, the radio-
graphic imaging equipment (used as a surrogate for the beam delivery axis) is attached to the gantry. As such, any error in the patient positioner’s isocenter alignment relative to the gantry isocenter will result in rotating the patient’s anatomy around the wrong point and, therefore, create a possible lateral alignment error during beam delivery.

8.4.14 Coordinate System Alignment
For rotating gantries, the light ion beam axis sweeps through a vertical plane as the radiation head rotates around the gantry axis. This vertical plane is typically perpendicular to the gantry rotation axis. A second vertical plane can be defined as being perpendicular to the beam axis rotation plane and coincident with the gantry rotation axis, i.e., passing through the gantry isocenter sphere. The longitudinal axis of the positioner is generally defined as lying in this second vertical plane that passes through the center of the gantry isocenter “sphere.” Additional LAU will be introduced due to misalignment of the patient positioner’s coordinate system to the gantry coordinate system. This uncertainty and error is typically proportional to the movement distance, with the greatest errors for translations over long distances. This error can be minimized through careful design, alignment, and calibration during equipment installation. As discussed above, this type of error will only be realized under certain positioning movements. A misalignment of the coordinate systems between the positioner and gantry will likely result in a less-than-optimal gantry and positioner isocenter congruence.

8.5 Delivery
8.5.1 Beam Position Entering Radiation Head Relative to Beam Monitor
The position of the beam entering the radiation head for light ion beam treatments can have varying effects on the resulting treatment field, depending on the type of beam delivery system. For a beam delivery system that uses a contoured second scatterer, an error or uncertainty in the beam position will typically result in the beam impinging on the contoured scatterer in a manner that yields a non-uniform lateral dose distribution at the isocenter (see section 4.3.1). Typically, this type of error will be detected by downstream beam monitors and either be corrected or result in the beam delivery being terminated. The specific design of the scattering system will typically dictate the required beam entrance positioning accuracy to achieve reliable operation of the therapy equipment. In addition, a QA program should be designed to be in accordance with the capabilities of the beam monitoring system.

For beam delivery systems that use magnetically scanned beams (both uniform and modulated delivery modes), beam deflection is typically performed upstream of a more downstream beam position detector system. The observed beam position on the downstream detector can be used to adjust the amount of magnetic deflection needed to achieve some prescribed aiming point for the treatment field. A transverse error or uncertainty in the beam position at the entrance of the scanning system can, however, result in a position error at the isocenter plane, even with downstream position correction (see Figure 24 with an exaggerated geometry). This uncertainty applies when the scanned light ion beam is used to define the lateral edge of the field (e.g., when an aperture/block is not used). A downstream detector and position correction system can reduce some, but not all, of the effect of upstream beam position entrance errors. For scanning systems with downstream position correction systems, errors in beam position at the entrance to the scanning system should typically be kept small, on the order of 1 to 2 mm, such that with downstream position correction, the error in beam position at the patient plane can be reduced by a factor of typically 2 to 3, based on the geometry of the beam delivery system.
8.5.2 Beam Monitor Location Relative to Radiation Head Axis

For beam delivery systems that perform upstream beam position corrections, the measurement accuracy needs to be several times better than the required accuracy in order to make effective beam-steering corrections. The required accuracy of the device relative to the radiation head axis is highly dependent on the system design, and the effect should be included in the total uncertainty analysis for the specific design.

8.5.3 Virtual Source-to-axis Distance

Uncertainties in the light ion beam virtual source-to-axis distance (VSAD) can introduce an uncertainty in the projected treatment field size, in particular for treatments with beams with relatively large field sizes. The TPS will have a geometric model of the beam delivery system, including an estimate for the light ion beam VSAD. In addition, the TPS will specify an intended location of the physical aperture (if used) and, hence, the applicator carriage extension distance to achieve the required size and shape at the isocenter plane. An uncertainty of either the VSAD (actual compared to the VSAD modeled in the TPS) or a variation in the applicator carriage position (actual during treatment versus the value modeled in the TPS) along the beam delivery axis (when using an aperture) will result in a non-ideal magnification of the treatment field size. The uncertainty in the treatment field size due to an uncertainty in the VSAD (TPS vs. actual) increases as the treatment field size increases. An additional increase in the uncertainty in the projected treatment field size will occur with systems using movable applicator carriages due to the uncertainty (or allowed tolerance) in location of the applicator carriage (see also section 8.5.8). An example description of how to measure the VSAD can be found in Moyers and Vatnitsky (2012).
8.5.4 Gantry Angle

Variations or uncertainties in the gantry angle compared to the prescribed value will result in potential unintended dose to entrance tissue. This effect is largest for deep-seated targets in which the skin-to-isocenter distance is large. For a 300-mm-deep target with a goal of including no more than 0.5 mm of unintended tissue lateral to the beam, the uncertainty in gantry angle should be kept within 0.1 degrees relative to the prescribed value. A larger gantry angle uncertainty could be tolerated for isocenters placed at shallower depths. Equation 16 could be used to estimate the required gantry angle accuracy based on an assumed allowable lateral skin dose margin uncertainty allocation and skin-to-isocenter distance:

\[
\text{gantry angle accuracy} = \arctan \left( \frac{\text{lateral dose margin}}{\text{skin-to-isocenter distance}} \right) \quad (\text{Eq. 16})
\]

8.5.5 Gantry and Radiation Head Sag and Twisting Effects on Aperture Alignment

Unless the precise position of the field-defining aperture is known independently of the position as determined by the gantry angle and applicator carriage position, sag due to gravity will tend to displace the intended treatment field defined by the beam passing through the aperture. Depending upon the system design, this uncertainty may already be accounted for in the determination of the gantry isocenter specification. It should be noted, however, that patient-specific apertures may be of different masses and therefore produce different amounts of deflection than when measured by the tool used to determine the gantry isocenter size and shape. Uncertainty in the installed aperture lateral position due to sag or twisting of the radiation head for various size apertures should typically be kept to under ±0.5 mm. See “Interaction with Gantry” on p. 61 for a similar discussion regarding the effect of MLC weight and interaction with the gantry.

8.5.6 Applicator Carriage Skewness Effect on Aperture Location

An applicator carriage that extends toward and retracts away from the isocenter can be used to position patient-specific beam-shaping devices at distances to match the prescribed values from the TPS, typically to minimize the gap between the devices and the patient’s skin. Depending upon the system design, this applicator carriage may have guides and drive motors that could produce slight relative shifts in position (skew) that result in deflecting the patient-specific devices from their ideal positions. The effect of motion skew, if present, should ideally be corrected to minimize its effect. Any residual skew and the impact it has on the locations of the devices should be included in the uncertainty analysis. This uncertainty effect may also apply to MLCs, depending on the particular design.

8.5.7 Applicator Carriage Sag Effect on Aperture Location

This uncertainty is similar to that described in section 8.5.5, except this uncertainty is a possible addition to the effect from the radiation head sag/twist that arises from the weight of the applicator carriage. This uncertainty may add linearly instead of quadratically to the uncertainty in the radiation head sag because gravity acts in the same direction.

8.5.8 Applicator Carriage Extension (Distance Along Beam Axis) Effect on Aperture Location

An uncertainty in the projected field size will occur when the aperture position defined in the treatment plan is different from the position used for treatment. See also section 8.5.3 above for a discussion of how an uncertainty or error in the applicator carriage extension distance can contribute to a treatment field size error compared to a planned field size. An acceptable applicator carriage position tolerance should be specified in the treatment planning prescription tolerance table. For large fields, with typical VSADs and typical aperture locations relative to the isocenter, the change in field size at the isocenter plane can be larger than 15% of the difference in distance of the aperture location com-
pared to the prescribed location. For example, a 10 mm change in aperture location along the beam delivery axis for a typical light ion beam therapy configuration can result in a 1 mm change in field diameter for a 200-mm-diameter field size. Similarly, this uncertainty will apply to systems with MLCs capable of motion along the beam delivery axis.

8.5.9 **Beam Applicator Installation onto the Applicator Carriage**

A beam applicator containing an aperture, 2DRS, uniform range shifter (URS), or range modulator is typically mounted to an applicator carriage that is itself mounted to the radiation head. Depending on the system design, the mechanical tolerances and clearances that allow interchanging of these beam applicators may result in non-reproducible positioning after the beam applicator is installed. This non-reproducible positioning is another source of lateral alignment uncertainty (LAU), especially under the influence of gantry rotation and gravity. This uncertainty should be minimized and, if not fully eliminated by system design, the uncertainty should typically be designed to be less than 0.25 mm.

8.5.10 **Aperture Position and Installation into Beam Applicator**

The patient-specific aperture is generally installed into a beam applicator that is mounted to an applicator carriage. Another potential source of position uncertainty is with respect to the alignment of the patient-specific device relative to the beam applicator. This uncertainty includes both translational and rotational effects. Although this uncertainty should be small by good system design (e.g., ±0.25 mm, ±0.25°), the residual uncertainty should be included in the overall uncertainty assessment.

8.6 **Total Lateral Alignment Uncertainty (LAU)**

Each facility, and sometimes different equipment and different techniques at one facility, may have different lateral alignment uncertainties (LAUs). As an example, Table 2 summarizes estimated LAUs for two anatomical sites. Each facility should determine the uncertainties for their specific equipment and procedures, either by component analysis or end-to-end testing, and enter the total values into the TPS for margining purposes (see section 9).

8.7 **Recommendations**

- The user should attempt to identify for their installed equipment, software, and processes as many individual LAUs as possible and quantify the magnitude of each.
- The individual component uncertainties should be added together in the appropriate manner and compared with an uncertainty value obtained from end-to-end testing.
- Different LAU values are often required for different situations.
### Table 2: Estimated lateral alignment uncertainties (2 SD) for a hypothetical beam delivery system using scatterers and collimators. Examples are provided for tumors in the head and neck region and the abdominal region. The table assumes that the localization (setup) position and the treatment position are identical. Performing the localization at a position other than the treatment position would result in a slightly larger total uncertainty. The total uncertainty was calculated by adding all type A and B uncertainties, as identified by type in the second column, in quadrature although, as described in the text, some uncertainties in some situations should actually be added linearly (see section 2 and its references for a discussion about propagation of uncertainties). Table modified from Moyers and Vatnitsky (2012).

<table>
<thead>
<tr>
<th>#</th>
<th>U</th>
<th>Item</th>
<th>H &amp; N Uncertainty (mm)</th>
<th>Abdominal Uncertainty (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>B</td>
<td>x-ray CT image reconstruction accuracy</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>T2</td>
<td>B</td>
<td>target and critical organ segmentation (physician drawing)</td>
<td>variable*</td>
<td>variable*</td>
</tr>
<tr>
<td>T3</td>
<td>B</td>
<td>TPS contouring model</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>P1</td>
<td>B</td>
<td>penumbra model</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>P2</td>
<td>B</td>
<td>isocenter relative to x-ray CT image</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>P3</td>
<td>B</td>
<td>aperture design</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>P4</td>
<td>B</td>
<td>DRR generation accuracy</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>A1</td>
<td>A</td>
<td>intra-fraction patient translation (breath hold plus gating)</td>
<td>0.5</td>
<td>1.5</td>
</tr>
<tr>
<td>A2</td>
<td>A</td>
<td>intra-fraction patient rotation (breath hold plus gating)</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>A3</td>
<td>A</td>
<td>non-rigid deformation and organ filling</td>
<td>0.5</td>
<td>2.0</td>
</tr>
<tr>
<td>A4</td>
<td>A</td>
<td>x-ray source axis congruency with ion beam axis</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>A5</td>
<td>B</td>
<td>imager cross-wire congruency with ion beam axis</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>A6</td>
<td>B</td>
<td>image magnification factor</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>A7</td>
<td>B</td>
<td>delineation of fiducials, chamfers, overlays, etc.</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>A8</td>
<td>B</td>
<td>alignment algorithm accuracy</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>A9</td>
<td>A</td>
<td>patient repositioning (positioner accuracy)</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>D1</td>
<td>A</td>
<td>beam position entering radiation head relative to beam monitor</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>D2</td>
<td>B</td>
<td>beam monitor location relative to radiation head axis</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>D3</td>
<td>B</td>
<td>virtual source-to-axis distance (field size)</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>D4</td>
<td>A</td>
<td>gantry angle</td>
<td>0.14</td>
<td>0.43</td>
</tr>
<tr>
<td>D5</td>
<td>B</td>
<td>gantry/radiation head sag/twist effect on aperture location</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>D6</td>
<td>B</td>
<td>applicator carriage skewness effect on aperture location</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>D7</td>
<td>B</td>
<td>applicator carriage sag effect on aperture location</td>
<td>0.18</td>
<td>0.24</td>
</tr>
<tr>
<td>D8</td>
<td>B</td>
<td>applicator carriage extension effect on aperture location</td>
<td>0.45</td>
<td>0.90</td>
</tr>
<tr>
<td>D9</td>
<td>A</td>
<td>beam applicator installation onto applicator carriage</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>D10</td>
<td>B</td>
<td>beam applicator sag effect on aperture location</td>
<td>0.28</td>
<td>0.38</td>
</tr>
<tr>
<td>D11</td>
<td>B</td>
<td>aperture manufacturing</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>D12</td>
<td>A</td>
<td>aperture installation into beam applicator</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TOTAL (quadrature sum)</td>
<td>2.3</td>
<td>3.5</td>
</tr>
</tbody>
</table>

* = not included in total; T = targeting; P = planning; A = alignment; D = delivery; U = uncertainty type

### 9. Uncertainties Due to Anatomical Variations

#### 9.1 Introduction

In x-ray and neutron teletherapy, anatomical variations of the patient throughout the planning and treatment of a patient mainly pose a problem in aligning the target and organs at risk; changes in depth dose are minimal. Although alignment is also a concern with charged particle teletherapy (electrons or
light ions), a bigger problem with anatomical variations is often a geometric miss due to changes in penetration. For some delivery techniques, dose differences due to interplay of the anatomical variation with a moving beam position can also be of concern. Interplay effects are particularly critical for hypofractionated treatments with energy-stacked beams where penetration differences are not blurred over many fractions (Li et al., 2014). Anatomical variations can present in several different manners. Several of these manners are presented in the following sub-sections, along with typical uncertainties.

9.2 Trending Inter-fractional Variations
The first type of anatomical variation is an inter-fractional change that shows a trend with time. A prominent example is tumor shrinkage or growth over a course of fractionated radiotherapy. The radiation oncologist should be cognizant of the expected rate of growth for different types of tumors and schedule repeat imaging procedures at appropriate intervals.

The patient’s overall weight may increase or decrease over time due to physiological or emotional conditions. It is quite easy and quick for the therapist team to weigh the patient weekly to check for such changes and signal a need for replanning.

Yet another example is fluid buildup after surgery. Although shunts may be implanted to minimize pressure buildup due to this fluid, changes in the WED between the skin surface and the distal edge of the target may still occur quite rapidly, possibly at a rate as great as 2 mm per day. In such cases, the source-to-skin distance (SSD) should be monitored daily. Proper fitting of face masks should also be checked.

In all of the above examples, these changes may lead to changes in penetration depth and thus in the delivered dose distribution. If changes do occur, the validity of the plan can be checked by recalculating the dose distribution after applying appropriate changes. If the recalculated dose distribution is significantly different than the original, then the plan should be re-optimized or adapted using the new conditions.

9.3 Random Inter-fractional Variations
The second type of anatomical variation is also inter-fractional, but more random in nature. Assuming that the registration and immobilization devices are adequate to set up the patient reproducibly every day, this type of variation mostly represents variations in organ filling, organ location, or both.

In the head, the most common example is filling of the sinuses with mucus. Another example is the position of the tongue. When beams pass through the mouth, a method should be provided to immobilize the tongue and jaw.

For prostate treatments, the largest variation in the delivered dose distribution may be a result of different filling of the rectum and bladder from day to day. Many facilities, therefore, provide specific instructions to the patient for fluid intake and bowel preparation prior to each treatment session. A balloon is often also inserted into the rectum and filled with a specified volume of fluid each day to make both the alignment and WET match the plan (Moyers and Miller, 2003).

For other abdominal treatments—such as stomach, pancreas, and para-aortic lymph nodes—the position of the intestines and bowels and their contents can be quite variable. Movement of food, gas, and feces is difficult to control and, therefore, large margins are often used for targets and organs at risk (OARs). Abdominal compression and belly boards are sometimes used to control the position of the internal anatomy.

9.4 Random Intra-fractional Variations
Despite the use of the techniques described above, random variations can still occur while the patient is set up on the positioner for treatment. For example, one aspect of a fluid-filled balloon inserted into the rectal cavity is that it can restrict passage of gases that may cause a pressure buildup and discomfort to the patient during treatment. A very small diameter tube may be inserted with the balloon to
allow such gas to pass. Peristalsis of the intestines is another movement that can occur during treatment.

9.5 Periodic Intra-fractional Variations

The most common intra-fractional changes that are periodic in nature are due to respiratory and cardiac motion. The largest-amplitude motions are near the diaphragm, and thus they affect the treatment of lung and liver tumors the most, but respiratory motion can affect tissue locations even at long distances away, such as at the prostate. Moyers and Vatnitsky (2012) have summarized various types of tissue motion and provided mitigation and planning techniques for respiratory motion. The most commonly used techniques to mitigate the effects of motion due to breathing are breath holding and beam gating, but apneic oxygenation is sometimes used. Motion tracking techniques have been proposed, but they have not yet been implemented with light ion beam treatments. Compression has been used for a few ion beam teletherapy cases, but users have often found that the devices used to do the compression interfere with the preferred ion beam path, and sometimes the device simply results in changing the motion from one location to another, but still within a beam path. Regardless of what mitigation technique is used, there will always be some residual motion that must be accounted for in the planning and delivery of the treatment. Generally, this residual motion is accounted for by expansion of the aperture hole and 2DRS cavity, or by rescanning the beam spot over the target. The uncertainties related to patient motion are thus the unknown deviations from the predicted motion.

9.5.1 Residual Motion during Breath-hold Procedures

The uncertainty in the reproducibility of the targets and normal tissues during breath-hold procedures can be considered to be the residual motion, and thus the margins to be applied are dependent upon how well the residual motion can be predicted.

In a study of deep inspiration breath-holding (DIBH) with megavoltage x-rays, Hanley et al. (1999) and Mah et al. (2000) found an intra-breath-hold variability of the position of the diaphragm and chest wall with mean sigma values of 1.0 and 0.6 mm, respectively, and an inter-breath-hold variability of 2.5 and 0.9 mm, respectively. Using both x-ray imaging of the diaphragm and coils implanted inside the liver, a study by Dawson et al. (2001) showed that the average intra-fraction motion was restricted to 2.5 mm and 2.3 mm. Remouchamps et al. (2003) used active breathing control (ABC) for left-sided breast cancer at moderate deep inspiration and portal imaging for studying the motion. They found that intra-fractional motion was generally less than 2 mm (1 SD). Another study using ABC was performed by Zhao et al. (2008), with the results showing an average intra-fraction position of the diaphragm of 1.6 mm. Breath-hold treatments at full inspiration combined with breathing of oxygen can increase the fractional time that the beam is on, thereby increasing the delivery efficiency (Bush unpublished, 2003; Romano et al., 2013; Parkes et al., 2016) and, possibly, reducing intra-fraction motion.

9.5.2 Residual Motion during Gating Procedures

The uncertainty in the reproducibility of the targets and normal tissues during gating procedures can be considered to be the residual motion, and thus the margins to be applied are dependent upon how well the residual motion can be predicted.

A main determinant of the residual motion during gating is the applied gating window. Results from a study by Tsunashima et al. (2004) demonstrated that if a 20% gating window was used at expiration, then the residual motion was less than 4 mm (1 SD) in one direction in the lower lobe of the lung, but less than 2 mm (1 SD) in all other directions and locations. Better separation of tumor and normal structures is, however, usually obtained by setting the gating window near full inspiration.
9.5.3 Residual Motion during Combined Breath-hold and Gating Procedures
It is also possible to combine multiple motion mitigation techniques. Wong et al. (2010) used an optical sensor to monitor the patient’s surface and provide a gating signal to the accelerator in tandem with the use of an ABC device to control DIBH. For 14 lung cancer patients, they found intra-fractional movements of 0.2 ±0.2 mm, 0.3 ±0.1 mm, and 0.7 ±0.4 mm in the left/right, anterior/posterior, and cranial/caudal directions.

9.5.4 Residual Motion during Apneic Oxygenation Procedures
The procedure for performing apneic oxygenation has been briefly described by Moyers and Vatnitsky (2012). Residual motion using this technique has been investigated by Eckerman and colleagues in Munich using implanted fiducials. For patients with targets in the liver, the mean vector displacement of the fiducials was 0.9 mm, and for patients with targets in the lung, the displacement was less than 2 mm.

9.5.5 Interplay between Beam and Tissue Motion during Rescanning
Much research has been performed on the use of rescanning to mitigate the effects of motion relative to a scanning beam. There are several different forms of rescanning including, but not limited to: fast uniform scanning energy-by-energy; fast uniform scanning over the entire scan volume; scaled repainting with synchronized delay; and scaled repainting with a maximum dose per point. Few patients have actually been treated with these techniques, so there is little data to indicate the magnitude of the associated uncertainties.

9.6 Recommendations
• There are many methods available to mitigate the effects of anatomical variations. The residual variation after mitigation of the variation is quite variable; likewise the associated uncertainties are quite variable. These uncertainties must be individually assessed and the mitigation or planning process modified, if necessary, to minimize the uncertainties.

10. Optimizing Plans to Mitigate Uncertainties
10.1 Introduction
Due primarily to the known large dose gradients around light ion portals, but probably also because of the comfort with which nuclear physicists routinely deal with propagation of uncertainties, those involved in the early light ion treatment programs quickly developed methods for explicitly accounting for lateral alignment and penetration uncertainties in treatment planning. These methods were developed before the ICRU proposed the methods and nomenclature that have since become standard in megavoltage x-ray therapy that account only for lateral alignment uncertainties (LAUs) (ICRU, 1993b). Practitioners recently transitioning from x-ray to light ion beam treatments have typically found that an adjustment and learning process has been required. This section attempts to describe how to apply the uncertainties described in the previous sections to treatment planning.

A common mitigation technique for lateral and penetration uncertainties is to place margins around targets and normal tissues. Whereas in photon therapy a margin around the CTV to define a planning target volume (PTV) is often used to account for uncertainties, the techniques in light ion therapy are more diverse and include 2DRS expansion or contraction, careful choice of beam directions, alternating patch portal combinations, and robust optimization techniques.

10.2 Target and Organ-at-risk Considerations
The ICRU (1993) defined the gross tumor volume (GTV) as “the gross palpable or visible demonstrable extent and location of malignant growth. The GTV may consist of primary tumor, metastatic
lymphadenopathy, or other metastases.” Brahme (1984) concluded that the mean dose delivered to a tumor is most predictive of its response to radiation, with the caveats that any underdosed regions not have a large volume and that the dose within the underdosed regions not deviate significantly from the mean dose. Niemerko (1987) verified this conclusion using the equivalent uniform dose (EUD) model. According to these studies, a treatment plan should be designed such that (1) the prescribed dose equals the mean dose (approximated by the median dose $D_{50}$) to the GTV, (2) the percentage of the GTV receiving greater than 95% of the prescribed dose, $V_{95\%}$, should be larger than 90% to ensure tumor cure, and (3) the percentage of the GTV receiving larger than 105% of the prescribed dose, $V_{105\%}$, should remain small to avoid treating intermixed normal tissues. Generally, the physician chooses to meet these dose-volume constraints each fraction of the treatment.

The ICRU (1993) also defined the clinical target volume (CTV) as “a tissue volume that contains a demonstrable GTV and/or subclinical microscopic malignant disease.” Unlike the GTV, for which clinicians typically assume a constant tumor cell concentration at all locations within the volume, the concentration of tumor cells within a CTV can be quite variable. Most often, a CTV surrounds a GTV with a large tumor cell burden; however, between the outside border of the GTV and the periphery of the CTV, only sub-clinical disease exists. By definition, at the periphery of the CTV the concentration of tumor cells should be zero (ICRU, 1993). A long-held radiobiological principle is that less dose is required to sterilize tumor regions with smaller concentrations of tumor cells. With the concentration of tumor cells at the periphery being zero, the dose required to sterilize the tumor cells at the periphery of the CTV should also be zero. The dose constraints required for a GTV, for example the entire volume receiving a dose within ±5% of the prescribed dose/average dose, thus do not apply to a CTV. Unfortunately, the gradient of the concentration of tumor cells between the border of the GTV and the periphery of the CTV is rarely known, so an exact dose distribution is difficult to prescribe, but the dose required at the periphery of the CTV will certainly be less than near the center of the CTV or at the edge of the GTV (Brahme and Ågren, 1987).

The ICRU (1993) has defined an organ at risk (OAR) as normal tissue whose radiation sensitivity may significantly influence treatment planning, prescribed dose, or both. Unlike targets, physicians generally do not require the dose-volume constraints for OARs to be met each fraction of the treatment, but instead usually only for the entire course of treatment. Different portal arrangements may thus be used for different fractions.

One of the characteristics of light ion beams is that a portal from a single direction can usually provide good dose uniformity throughout a target, provided sufficient margins between the target and the lateral, distal, and proximal edges of the portal are provided. Multiple portal directions are sometimes used, however, to reduce the dose to OARs outside the target (or sometimes intermixed with the target). Unfortunately, the dose profiles are not step functions near the lateral, distal, and proximal edges of the portal designed to cover the target and to obtain the dose constraints described above; therefore, the edges of the portal, as defined by the 50% dose level, must be positioned at some distances outside the target or OAR, depending upon the prescribed priority. In traditional single scattered, double scattered, and uniform scanning proton beams, the lateral penumbra width between the 80% and 20% dose values ($LP_{80-20}$) and the distal penumbra width between the 80% and 20% dose values ($DP_{80-20}$) of a proton beam have large dose gradients, while the transition from 80% to 100% of
the dose is much more gradual. Figure 25 plots, for a typical proton beam, the distance from the projection of the aperture edge as a function of the delivered dose level normalized to the dose at the central axis where the dose per monitor unit is typically calibrated. The margin required around a target to obtain 90% of the prescribed dose at its edge is seen to be fairly small, but to obtain 95% of the prescribed dose requires double the 90–50% distance, and to obtain 98% of the prescribed dose requires three times the 90–50% distance. The amount of normal tissue irradiated outside of the target is thus a strong function of the minimum dose to be delivered to the target edge. To protect OARs and other normal tissues, the margin around the target should be kept as small as possible, consistent with the dose constraints given above.

10.3 Lateral Margins

In order to adequately cover the lateral extents of a target or protect OARs under most conditions, not just the nominal conditions, the uncertainties and residual motions described in the previous sections must be added to the lateral penumbral margin described in section 10.2. For placing margins by hand, the residual motion and lateral alignment uncertainties (LAUs) are often added in quadrature, and then this sum is added linearly to the lateral penumbral width. Some TPSs, however, may, in effect, add all three linearly due to the expansion algorithms used. Moyers and Vatnitsky (2012) have detailed some of these manual and computerized algorithms. Margins must be applied to both targets and OARs and, when they overlap, the clinician must decide which is more important. Another issue to be decided by the clinician is what level of uncertainty should be applied. Goitein (1982, 1985) advocated a $k_p$ level of 1.5 SD for most cases. Other investigators in megavoltage x-ray therapy have advocated other $k_p$ levels, and some have suggested that different $k_p$ levels be applied to the random and systematic uncertainties for determining the margins (see, for example, van Herk et al., 2000). Although in light ion beam treatments it has generally been accepted that the systematic uncertainties are more important than random uncertainties, it has been most common for all uncertainties to be added together in quadrature and used as a single value.
Historically, the practical standard for light ion beams was to design the portal margins such that 100% of the volume of each CTV received greater than 90% of the dose prescribed to the CTV (and contained GTV) while accounting for uncertainties at the prescribed $k_p$ level, assuming there were no OARs that impinged into the CTV. Figure 26(a) shows a CTV in its nominal position, centered with respect to a typical lateral dose distribution produced by a proton beam. Figure 26(b) shows the CTV displaced by 0.5 cm. When the CTV is at its nominal position, the minimum dose to the CTV is 97% of the prescribed dose, the maximum dose is 102% of the prescribed dose, and the average dose across the CTV is 100%. When the CTV is displaced by 0.5 cm, the minimum dose to the CTV at a point drops to 90% of the prescribed dose, the maximum dose remains at 102% of the prescribed dose, and the average dose across the CTV remains at 100%. The average dose is essentially unchanged by the displacement because, although the extreme left side of the CTV moves into a region of the beam with lower dose, the extreme right side of the CTV moves into a region of the beam with higher dose. The fraction of CTV that moves to a lower dose is very small, and it remains at a dose level greater than or equal to 90% of the prescribed dose. Due to the shape of the lateral penumbra and GTV-to-CTV margin, the minimum dose to a displaced GTV contained within the displaced CTV typically receives greater than 97% of the prescribed dose, thereby satisfying the dose constraints given above for a GTV. One might consider that for a CTV, where the dose required at the edge can be much less than at the center of the contained GTV due to decreased tumor cell concentration, the required dose at the edge of the displaced volume could be reduced to less than 90%, thereby decreasing the required portal margin. On the other hand, decreasing the minimum dose value to less than 80% would provide little gain in decreased normal tissue volume due to the steep gradient in dose with distance (see curve in Figure 25). For consistency in planning, the 90% value has typically been used for CTVs.

Figure 27 shows an alternate two-dimensional method for looking at the dose coverage of targets. In the drawing at the left, a GTV shown in yellow and a surrounding CTV shown in red are aligned nominally in the center of the field for a portal. The entire CTV is covered by a dose greater than about 97% of the prescription dose. In the drawing at the right, the GTV and CTV are aligned off-nominally such that the left edge of the CTV is receiving only 90% of the prescribed dose and the left edge of the GTV is receiving 95% of the prescribed dose. The top, bottom, and right sides of the CTV, however, are still receiving greater than 95% of the dose, and those same sides of the GTV are receiv-
ing greater than 97% of the dose. Although targets are generally not rigid objects like the circles in the figures, the equipment involved in miss-alignments of imaging and treatment beams are rigid, and the figure is useful for demonstrating that the average dose delivered to a target does not change much for off-nominal alignments (assuming dose modulation within the target is small). Note that the same arguments can apply for depth dose distribution coverage, particularly near the distal edge.

At least one commercially available TPS allows the input of six residual motion parameters (superior, inferior, anterior, posterior, left, right) for moving structures. For targets, this residual motion is automatically applied in portal design by directionally expanding the apertures, while for OARs the apertures are automatically contracted. This expansion or contraction is added or subtracted linearly according to the input alignment uncertainty and penumbra, so it may over-compensate for the effect of motion. The user is free, however, to input whatever residual motion values they feel are appropriate.

Adoption of 4-D CT scans into TPSs that support light ion beam planning has been slow in the commercial market, so most users have analyzed motion using independent programs and then sent to the TPS a single image set with which to design the portals. In cases where target coverage or OAR avoidance is questionable, other image phase sets have been imported and the dose distribution recalculated based on these image sets.

10.4 Proximal and Distal Margins
The process of applying distal and proximal margins uses the same concept of adding uncertainties as for lateral margins, but instead of spatial distances, it makes use of water-equivalent thicknesses. By strict interpretation, this means that a different margin should be applied to the proximal and distal sides of the target along each ray line emanating from the light ion beam source. This makes it almost impossible for the human planner to draw an appropriate margin. Instead, this task is usually delegated to the computerized TPS that can draw a field target volume (FTV) in a water-equivalent space specific for each portal direction (Moyers and Vatnitsky, 2012). What makes the portal design particularly difficult is that lateral alignment uncertainties (LAUs) and residual motion affect the alignment of the designed penetration distribution with the patient. If the portal delivery technique uses 2DRSs, inclusion of the effects of the LAUs and residual motion can be performed by cavity expansion for target coverage or cavity contraction for protection of OARs distal to the target (Curtin-Savard et al., 1999). If 2DRSs are not used to produce the penetration distribution, but instead narrow scanning

Figure 27. Illustration of target coverage by dose distribution when in nominal alignment (left) and off-nominal alignment (right). See text for description.
beams are used, then an equivalent function can be performed by increasing or decreasing the energy and number of energy levels of beams along adjacent ray lines as described by Moyers and Vatnitsky (2012). The selection of the number of energy levels and weighting factors needs to consider not only the penetration to the distal side of the target, but also the penetration to the proximal side; in other words, the range modulation along each fan line.

At least two commercial TPSs allow the input of two separate margins for both distal and proximal penetration uncertainties. The first is due to the penetration uncertainties due to beam delivery (PUBD) discussed in section 2. This value is typically given in millimeters of water and usually represents the quadrature sum of values, as shown in Table 1. The second is due to the penetration uncertainties due to physical characterization (PUPC), as discussed in sections 5, 6, and 7. Different investigators determine the composite value for the penetration uncertainties due to physical characterization (PUPC) using different analysis schemes, but the value is typically given as a percentage of the water-equivalent depth (WED) into the patient, including the WED of any registration or immobilization devices through which the beam passes. Using one analysis scheme, Table 3 summarizes the component parts of the penetration uncertainties due to physical characterization (PUPC) for a typical facility for three conditions: before mitigation of uncertainties, with typical mitigations, and with mitigations expected in the future. Not included in the table are uncertainties due to ion straggling through heterogeneities. This uncertainty can be quite variable from portal to portal, and the robustness techniques described below are used to mitigate them. In addition to the type of analysis scheme used, values for the PUBD and PUPC can vary from facility to facility based upon equipment design, planning techniques, QA procedures, levels of perceived risk, and other factors. Yang et al. (2012) performed an evaluation of penetration uncertainties for several different treatment sites and found for prostate, lung, and head and neck values of 3.0, 3.4, and 3.0% at the 2 k\textsubscript{p} level, respectively. Paganetti (2012) also presented a study of penetration uncertainties, paying particular attention to the effect of heterogeneity straggling and the use of Monte Carlo. He found values of 2.7% without heterogeneities and 4.6% with heterogeneities at the 1 k\textsubscript{p} level for standard calculation methods such as water-based pencil-beam algorithms. In these calculations, however, the uncertainty component due to conversion from x-ray CT number to RLSTP was chosen to be only $\pm$0.5% ($1.5 \, k_p$) instead of the approximately $\pm$2.9% ($2 \, k_p$) value found by Moyers (2014). When using a Monte Carlo calculation method, the uncertainties calculated by Paganetti decreased to 2.4% at the 1 k\textsubscript{p} level for both cases; i.e., independent of the presence of heterogeneities.
Table 3: Summary of estimated penetration uncertainties due to the physical characterization (PUPC) of the patient and the alignment devices. Values given at the 2 k_p level. [Adapted from Moyers et al. (2010) but values changed to accommodate the larger water equivalence (WEQ) vs. RLSTP values found during the RPC site visits (Moyers, 2014).]

<table>
<thead>
<tr>
<th>Cause</th>
<th>Uncertainty before Mitigation</th>
<th>Mitigation</th>
<th>Uncertainty after Mitigation</th>
<th>Possible Future Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>scanner calibration for standard conditions</td>
<td>±0.3% day-to-day</td>
<td>patient-specific scaling</td>
<td>±0.0%</td>
<td>±0.0%</td>
</tr>
<tr>
<td>kVp, filter, and FOV selection</td>
<td>±2.0% PMMA, PC &gt;±2.0% bone</td>
<td>use only calibrated conditions</td>
<td>±0.0%</td>
<td>±0.0%</td>
</tr>
<tr>
<td>volume and configuration scanned</td>
<td>±2.5%</td>
<td>patient-specific scaling</td>
<td>±0.0%</td>
<td>±0.0%</td>
</tr>
<tr>
<td>position in scan</td>
<td>±1.5% water*</td>
<td>–</td>
<td>±1.5% water*</td>
<td>±0.5% water^{DE*}</td>
</tr>
<tr>
<td></td>
<td>±2.5% tissue</td>
<td></td>
<td>±2.5% tissue</td>
<td>±0.8% tissue^{DE*}</td>
</tr>
<tr>
<td></td>
<td>&gt;±3.0% bone*</td>
<td></td>
<td>&gt;±3.0% bone*</td>
<td>&gt;±1.0% bone^{DE*}</td>
</tr>
<tr>
<td>metal implants</td>
<td>100%*</td>
<td>z ≤ 22 - MVXCT z &gt; 22 - substitution</td>
<td>±5.0% metal*</td>
<td>±5.0% metal*</td>
</tr>
<tr>
<td>stopping power of water</td>
<td>±1.0%</td>
<td>–</td>
<td>±1.0%</td>
<td>±0.5%</td>
</tr>
<tr>
<td>RLSTP of tissues and devices</td>
<td>±0.0 to 3.0%</td>
<td>contour and substitute</td>
<td>±1.0%</td>
<td>±1.0%</td>
</tr>
<tr>
<td>WEQ vs RLSTP (soft tissues only)</td>
<td>±2.9%</td>
<td>–</td>
<td>±2.9%</td>
<td>±1.6%</td>
</tr>
<tr>
<td>energy dependence of RLSTP for low Z</td>
<td>±1.2%</td>
<td>–</td>
<td>±1.2%</td>
<td>±0.5%^{MC}</td>
</tr>
<tr>
<td>TOTAL (soft tissues only)</td>
<td>±5.3%</td>
<td>–</td>
<td>±4.3%</td>
<td>±2.2%</td>
</tr>
</tbody>
</table>

* not considered in total, DE = dual energy XCT, MVXCT = megavoltage x-ray CT, MC = Monte Carlo calculations, z = atomic number

If a facility does not have a TPS with the capability of allowing entry of the penetration uncertainties due to beam delivery (PUBD) and penetration uncertainties due to physical characterization (PUPC) and automatically generating a field target volume (FTV), then the user will have to draw a PTV around the CTV. Unfortunately, most drawing tools allow this to be done only in physical space rather than water-equivalent space and, therefore, the margins may not be optimized. Preferably a PTV will be drawn specifically for each portal, because the margins can be different for different portal directions and patient heterogeneities. This procedure, however, requires a substantial effort, so if the irradiated volume is fairly homogeneous and the range is similar from different directions, a single PTV is often drawn. Some facilities have exported the plan and patient information to an external program that draws portal-specific PTVs, and then the PTVs are imported back into the TPS for portal design (Park et al., 2012; Lin et al., 2015). This procedure works fairly well for single portal optimization (SPO) techniques, but difficulties are encountered when using multiple portal optimization (MPO) techniques. In MPO treatments using energy and fluence modulation (EFM) (IEC, 2017), particularly with the modulated scanning delivery technique, the aiming point MU weights of all incident portals are optimized simultaneously, and only the superposition of the dose from all portals yields the desired dose distribution. MPO treatments are, therefore, prone to dose uncertainties resulting from the misalignment of dose contributions from individual highly modulated portals (see section 11.1). This problem cannot be fully addressed by a PTV approach in planning and requires mathematical robust optimization techniques, such as described in section 10.7. Use of a PTV can, however, reduce the risk of underdosing at the edge of the CTV. By the nature of MPO planning, all portals are opti-
mized simultaneously based on a single PTV, and thus the planner cannot define portal-specific PTVs like in SPO treatments. Depending upon the TPS, however, the planner may have the opportunity to define portal-specific volumes for the selection of energies and lateral spot positions. For example, the planner can manually avoid beamlets that stop in front of critical structures (Lomax, 2001) and thereby influence the robustness of treatment plans.

As discussed above, at least one TPS allows the input of residual motion parameters. During portal design this residual motion can be automatically applied for expanding the 2DRS cavity (or adding spots with higher energies) and increasing the range modulation for targets or contracting 2DRS cavity (or removing spots with higher energies) and decreasing the range modulation for OARs distal to the target (Curtin-Savard et al., 1999; Moyers and Vatnitsky, 2012). If performing distal blocking (see section 3.7.1) to an OAR, extra margin may need to be applied because the beam range is typically prescribed to the 90% dose level while the dose level allowed to the OAR may be lower. Historically, distal blocking in light ion beam treatments was discouraged, but it can be a powerful tool; when used, the penetration uncertainties were often applied at the 4k_p to 8k_p level.

The case for patch portals is unique with respect to penetration uncertainties. Patching consists of two or more portals where the distal edge of one portal abuts against the lateral edge of the other portal, each portal treating a separate sub-volume of the target (Moyers and Vatnitsky, 2012). In this case, distal blocking is used not against an OAR, but against a dose distribution inside a target. For patch portal design, it is assumed that the nominal conditions for penetration are perfect. For this reason the 2DRS is expanded only for scatter—this is small and usually accounted for by the unavoidable size of the milling tool without the need to purposely add expansion—but not for uncertainties. It is recommended that the patch surface between the two portals be moved often during the course of treatment to blur any real uncertainties and the dose heterogeneity that often arises because the lateral and distal penumbra of the two portals do not match. Figure 28 shows a typical dose distribution at the junction of a “patch” portal and a “through” portal where the distal penumbra of the patch portal is steeper than the lateral penumbra of the through portal.

Figure 28. Dose distribution at the junction of a patch combination. The blue curve shows the distribution without uncertainties. The orange curve shows the dose distribution if the patch portal penetrates too deep by 1 mm and the lateral edge of the through portal is at its expected location. Reproduced from Moyers and Vatnitsky (2012) with permission from Medical Physics Publishing.
A technique used for many years to overcome both the uncertainty in the PUPC and PUBD and a shallow gradient of the distal penumbra has been to insert a block distal to the target but proximal to organs at risk. Examples of tissue separation include a block in the mouth, a wax or water-filled balloon in a cavity, and a permanent or temporary implant inside the body.

10.5 Selection of Number of Portals and Portal Directions

The choice of portal angles is usually chosen to avoid organs at risk or to reduce dose to nonspecific tissue, but assuming those goals are met, the choice can also be used to make the plan robust against uncertainties. Two major objectives for portal direction selection are (1) avoiding tissue heterogeneities in the entrance region (including extreme oblique incidence) and (2) avoiding portal directions that lead to light ion beams that stop directly in front of a critical structure.

The avoidance of tissue heterogeneities in the entrance path reduces dose uncertainty due to several factors:

- Reduction of dose calculation uncertainty. Pencil-beam algorithms have principle limitations regarding their accuracy in heterogeneous tissue. This applies in particular to the modeling of MCS along long tissue interfaces parallel to the beam direction.

- Tissue heterogeneities are more sensitive to alignment uncertainties as the component of patient shift lateral to the beam direction may lead to under- or over-penetration of light ions.

The avoidance of heterogeneities in the beam path applies not only to tissue within the patient, but also to materials outside of the patient. For example, light ion beams passing through the edge of the tabletop cause dose uncertainty. Concepts to assist treatment planners in the quantification of tissue heterogeneity have been developed (e.g., the heterogeneity index proposed by Pflugfelder, 2007). It remains to be seen if such measures will be integrated into commercial TPSs.

The avoidance of portal directions that stop in front of critical structures is a way to manually achieve robustness against over-penetration of the beam with respect to the maximum OAR dose. One example is a prostate treatment where the dose-limiting critical structure is the rectal wall. Instead of using an anterior-posterior (AP) portal that would allow for optimal sparing of the rectal wall by utilizing the steep distal dose gradient of the light ion beam, the typical approach uses two laterally opposed portals to avoid treating through a variably filled bladder and placing the distal edge of the beam, with a higher and uncertain RBE, possibly in the rectal wall. Although the laterally opposed portals approach leads to suboptimal sparing of the rectal wall due to the wide lateral penumbra of the beam—and there are additional concerns about penetration uncertainty due to misalignment of the femoral heads in the beam entrance path with the 2DRSs and the target—these concerns are overridden by the absence of critical organs left and right of the prostate.

Another example where concerns about penetration uncertainty impact the choice of portal directions is that of concave tumors surrounding the spinal cord or brain stem. For instance, paraspinal tumors located posterior to the spinal cord could be treated with a posterior-anterior (PA) portal, thus sparing the spinal cord via the steep distal dose gradient near the beam range. To minimize penetration uncertainty concerns, such treatments employ oblique portals that avoid the spinal cord laterally. With these portal directions it is not possible to cover the entire target with a single portal. Consequently, the target is partitioned into parts that are covered by different portals. This technique, described in section 10.4, has been termed patching (Bussiere, 2003). It is thus impossible to simultaneously protect against under-penetration (leading to underdose at the patch surface) and over-penetration (leading to overdose at the patch surface). It is, therefore, assumed that the penetration of the patch portal exactly matches the nominal penetration. In order to reduce the amount of potential dose errors at the patch surface, different patch portal combinations with different directions are often used, placing the patch surfaces at different locations within the tissue.
In light ion beam treatments, the number of portals treated per fraction is often kept to a minimum for practical considerations. Furthermore, the total number of portal directions is often limited by the dose-volume constraints for the normal tissues. In some cases, however, dose uncertainties from one or a few portal direction can be mitigated by increasing the number of portals. For example, if a target is treated with a single portal, the distal edge of the target is at risk of receiving almost zero dose in an under-penetration scenario, which may, in turn, require large distal margins. If instead, multiple portals are used, the risk of severe under-dose is reduced. Another example for increasing the number of portals is the use of different patch/through-portal combinations.

### 10.6 Mathematical Robust Optimization Techniques

This section discusses the use of mathematical robust optimization methods for treatment planning. It thus applies only to delivery techniques that use mathematical optimization for treatment planning, i.e., SPO and MPO. Robust optimization methods for handling SPO and MPO planning have been researched for many years, but only since 2016 have commercial planning systems provided viable implementations. This planning methodology is now becoming available to practitioners; however, practical experience for implementing it into the clinic is still limited. This section is, therefore, intended to provide the reader with a basic understanding of robust optimization methods and what to expect from them.

The use of robust optimization is partly motivated by the principle limitations of target and OAR expansion methods in energy and fluence modulation (EFM). For instance, an alignment error or a penetration error leads to a misalignment of the dose contributions from different portals. Especially for highly modulated portals, this may lead to localized regions of over- or under-dose within the target, as well as overdosing in normal tissues—a problem that cannot be addressed by expanded margins.

#### 10.6.1 Robust Optimization Methods

The goal of robust optimization is to make energy and fluence modulation (EFM) dose distributions resilient in the face of uncertainties. Robust optimization methods are commonly used in many fields of endeavor to account for the effects of uncertainties. For teletherapy, Unkelbach et al. (2018) have provided an extensive review of robust optimization methods. To provide a basic understanding of the notion of robust optimization in energy and fluence modulation (EFM), three approaches that have been published so far are briefly reviewed. For treatment planning, the assumed goal is to minimize an objective function $f(D)$, which is a function of the dose distribution $D(x)$, which is, in turn, a linear function of the spot weights $x$. A further assumption is that the uncertainty can be modeled via $N$ discrete uncertainty scenarios $k$. Each scenario corresponds to a dose distribution $D_k$.

1. **The probabilistic approach.** In this approach, a probability distribution $p_k$ is assigned to the uncertainty scenarios. For treatment planning, the expected value of the objective function is optimized:
   $$\text{minimize } \sum_{k=1}^{N} p_k f(D_k)$$

   The approach thus aims at finding a treatment plan that is good for every error scenario, but a larger importance weight is assigned to the scenarios that are assumed to be more probable. A demonstration of this approach is discussed in Unkelbach et al. (2007, 2009).

2. **The minimax worst-case approach.** This approach minimizes the maximum value of the objective function that can occur for any error scenario. Formally this can be stated as:
   $$\text{minimize } \max_{k} |f(D_k)|$$
The approach aims at finding the treatment plan that is as good as possible for the worst error scenario that can occur from among the assumed scenarios. A discussion of this approach can be found in Fredrikson (2011) and in Chen et al. (2012).

3. **Optimization of the voxel-by-voxel worst-case dose distribution.** In this approach, the objective function is optimized by evaluating the worst-case dose distribution, $D_{wc}$, which is defined as the minimum dose in target voxels and the maximum dose in normal tissue voxels. The minimum/maximum is taken over all scenarios on a voxel-by-voxel basis (section 11.1.2.).

$$\text{minimize} \quad f(D_0) + \alpha f(D_{wc})$$

Here, $D_0$ denotes the dose distribution for the nominal scenario (no error) and $\alpha$ is a parameter that weights treatment plan quality for the nominal case relative to the robustness term. The approach is described in Pflugfelder et al. (2008) and Liu et al. (2012).

Up to this stage, all of the above approaches have been discussed in the context of systematic penetration and alignment uncertainty only. Systematic comparisons between the approaches have only been performed to a limited degree (Fredriksson, 2014). Preliminary experience indicates that all approaches lead to qualitatively similar treatment plans. There is currently no evidence that one approach or the other generally leads to superior results, although some methods have disadvantages in specific situations.

### 10.6.2 Features of Robust Optimization Methods

Robust optimization methods are able to automatically generate treatment plans that have certain features that are expected from a robust plan. For penetration uncertainty, this can include the following aspects:

- automatic expansion of the irradiated volume distal to the target to ensure target coverage for under-penetration
- avoidance of beamlets that stop directly in front of critical structures to avoid OAR overdosing for over-penetration (paraspinal cases, sometimes head and neck cases)
- reduction in the steepness of gradients in the dose distributions contributed by individual portals to the total multi-portal dose distribution. As a consequence, the overall dose distribution becomes more resilient to uncertainties.

For alignment uncertainty, this can include:

- automatic expansion of the irradiated volume laterally to ensure target coverage allowing for alignment uncertainty
- avoiding steep dose gradients in the dose contributions of individual beams to mitigate the effect of misalignment of dose contributions

Figures 29 to 31 illustrate the use of robust optimization for the paraspinal case shown in Figure 29(a). The upper panel in Figure 30 shows the dose contributions of three highly modulated portals for an energy and fluence modulation (EFM) plan that does not account for robustness. In the nominal scenario, the sum of the dose from the three portals yields the dose distribution in Figure 29(b). The steep dose gradients in the dose contributions of each portal make the treatment plan sensitive to penetration and alignment errors (Figure 29(c–d)). The lower panel in Figure 30 shows a treatment plan that was optimized accounting for penetration uncertainty using the probabilistic approach. All three features described above are observed. As a consequence, the sensitivity against penetration uncertainty is greatly reduced, as shown in the DVHs in Figure 31. A detailed discussion can be found in the original publications on robust optimization for proton therapy (Pflugfelder et al., 2008;...
Figure 29. Illustration of plan robustness evaluation using individual uncertainty scenarios. Panel (a) the geometry of the CTV (red) surrounding the spinal cord (orange); (b) the nominal dose distribution of an energy and fluence modulation (EFM) plan; (c) the dose distribution evaluated for the scenario that the penetration of all pencil beams is increased by 5 mm water equivalence (WEQ); (d) the dose distribution evaluated for a 5 mm alignment error posteriorly.

Figure 30. Illustration of the cause of sensitivity against penetration and alignment errors. The upper panel shows the dose contribution of three highly modulated portals for the energy and fluence modulation (EFM) plan shown in Figure 29. Penetration and alignment uncertainties are not accounted for in the treatment plan optimization. This leads to steep dose gradients in order to achieve optimal sparing of the spinal cord. The bottom panel shows a robustly optimized treatment plan using the probabilistic methods (see section 10.7) to account for penetration uncertainty. The reduction of dose gradients in beam directions leads to more robust plans.

Figure 31. Robustness evaluation using DVHs of individual uncertainty scenarios for the paraspinal tumor example. Displayed are DVHs for the CTV and the spinal cord for the nominal scenario as well as 2.5 mm and 5.0 mm over-penetration and under-penetration scenarios. In this example, DVHs are used to compare two energy and fluence modulation (EFM) treatment plans (Figure 30): an energy and fluence modulation (EFM) plan optimized for the nominal scenario without accounting for robustness (blue lines) and a robust plan (red lines) obtained using the probabilistic method described in section 10.6.1.
Unkelbach et al., 2007, 2009; Frederikson et al., 2011, 2012; Liu et al., 2012, 2013). All of these papers consider systematic penetration and alignment errors as the uncertainty. Most papers use paraspinal cases for illustration because all of the above-mentioned effects can be illustrated. For other, less-challenging tumor sites, only a subset of these effects is relevant.

At the time this report was finalized, at least three major TPS manufacturers had released some robust optimization functionality. Interestingly, one system implemented the minimax, one the probabilistic, and one the worst case method.

10.7 Choice of Delivery Technique
Despite the robustness techniques described above, the delivery technique with the best target dose coverage and best OAR avoidance may not be the most robust. One may choose to use a technique that is less conformal to targets or less protective to OARs for the purpose of delivering a more certain dose distribution. The list below ranks, for most situations, the most robust to least robust delivery techniques.

1. Scattered beams with ridge filters, collimators, and 2DRS. These are the most robust because the whole dose distribution is nearly continuously delivered.
2. Scattered beams with rapidly rotating modulator propellers, collimators, and 2DRSs. These are the next most robust because the whole distribution is delivered multiple times per second. Generally, motion is not much of a problem, except when a low dose per portal is prescribed.
3. Uniform scanning with ridge filter, collimators, and 2DRS. The lateral scanning is fairly rapid compared to patient motion and is usually not a problem. All depths are treated simultaneously.
4. Uniform scanning with energy stacking, collimators, and 2DRSs. The slow energy switching time makes this delivery technique sensitive to intra-fractional motion.
5. Modulated scanning with energy stacking, and SPO. Except for large fields, the lateral scanning is fairly rapid compared to patient motion. The slow energy switching time, however, makes this delivery technique sensitive to intra-fractional motion.
6. Modulated scanning with energy stacking, and MPO. This technique can potentially create many steep dose gradients inside the target that must be matched to reciprocal gradients of other portals. Uncertainties in alignment at different gantry or patient positioner angles and intra-fraction motion can cause large deviations in the delivered dose distribution.

The planner should be cautious when using highly modulated plans. MPO is a powerful tool for some cases, but it should be used only when its advantages outweigh its disadvantages. Most centers that have modulated scanning capability try to design plans using SPO instead of MPO whenever possible.

10.8 Biophysical Optimization
The previous subsections dealt only with optimization of the physical dose distribution and delivery. Obviously one could also perform optimization taking into account biophysical factors, such as fractionation, tissue type, tissue volume, and linear energy transfer (LET). In recent years, several approaches have been developed to include a variable RBE into plan optimization (Wilkens and Oelfke, 2005). A major concern in that regard is the uncertainty in RBE. To address that issue, LET-based planning schemes have been developed that aim to avoid high LET in critical structures (Unkelbach et al., 2016) or that increase the LET within the GTV (Fager et al., 2015). A detailed discussion of these biophysical optimization schemes is beyond the scope of this report, but they should also be considered when optimizing plans.
10.9 Recommendations

- The physicist, therapist, and physician must agree upon the \( k_p \) value to be applied for each patient treatment. Generally, different classes of patient treatments will be assigned different levels of acceptable uncertainty.

- The user should be aware that the PTV/PRV approach does not work well with charged particle beams. Methods that minimize deviations in delivered dose under different conditions are preferred.

- Different TPSs have different optimization tools available to the user. The user should become intimately familiar with not only the tools available, but also the tools not available, particularly if the user had previous experience using a TPS from a different manufacturer.

- The planner should make use of both manual and automatic optimization techniques. With most current TPSs, the beam entry angle and avoidance of heterogeneities is under manual control, and their effect on the uncertainties must not be ignored.

- If a facility has multiple beam delivery methods, selection of the method to apply to a particular patient treatment should include an evaluation of the associated uncertainties for the conditions of the plan.

- When using EFM portals, the use of more portals per day may increase the uncertainty rather than decrease it, depending upon the delivered dose, target geometry, and other factors. When possible, SPO should be used with as few portals per fraction as possible. Where needed, MPO may be used and the number of portals per fraction may be increased.

11. Dose Distribution Evaluation and Visualization

11.1 Dose Estimates

Historically, TPSs have calculated the best estimate of the dose distribution under the most probable conditions. This best estimate of the delivered dose distribution can be referred to as the “nominal” dose distribution. Due to the uncertainties described in this report—and the greater vulnerability of light ions to them as compared to x-ray beams—it is likely that the delivered dose distribution is quite different from the calculated nominal distribution, more so than it would be for x-ray beams. To provide the patient’s physician more information to evaluate possible outcomes of alternative treatment plans, various methods to evaluate and visualize possible dose distributions have been devised.

In megavoltage x-ray therapy, evaluation of the effect of uncertainties on the dose distribution delivered to the CTV is often based on the dose distribution coverage of the PTV. The underlying assumption for comparing the nominal dose distribution with the PTV is that the dose distribution in space remains essentially unaffected by target position variations and heterogeneities; therefore, the target should be adequately covered as long as it remains within the PTV. In x-ray therapy, robustness of a plan against alignment errors or anatomic changes is thus indirectly assessed through evaluation of the PTV coverage. In contrast with x-ray therapy, this assumption is violated in light ion therapy in general and more seriously when energy and fluence modulation (EFM) techniques are used. In light ion therapy, assessing PTV coverage as a surrogate for robustness is generally insufficient due to several effects:

- For megavoltage x-ray therapy, PTVs are used to assign margins based solely on estimates of uncertainties in the target position; whereas in light ion therapy, uncertainty in beam penetration, which is beam-direction-specific, must also be considered. This means that there is not a unique PTV that can be used for the plan, and the PTV dose distribution loses its meaning.
• In heterogeneous tissue, a lateral alignment error does not simply lead to a shift of the dose distribution in the patient. The misalignment of the beam with tissue heterogeneities may lead to under- or over-penetration and a degraded dose distribution (Lomax, 2008). This problem affects all light ion therapy techniques, including techniques for which all portals aim to deliver a homogeneous dose distribution to the target. The effect is less severe in homogeneous tissue.

• An alignment error or a penetration error leads to a misalignment of the dose contributions from different portals. This may lead to localized regions of over- or under-dose—a problem that cannot be addressed by expanded margins. The effect is primarily problematic for highly modulated portals and less severe for techniques where every portal delivers a homogeneous target dose; however, it also occurs in homogeneous media.

The sensitivity of light ion therapy plans to penetration and alignment uncertainties is illustrated in Figures 29 and 30 for an energy and fluence modulation (EFM) plan for a paraspinal tumor. A representative x-ray CT slice is shown in Figure 29(a). In this case, the target volume (red) surrounds the spinal cord (orange), so that sparing the spinal cord requires highly modulated portals. In addition, the target volume contains soft tissue and bone, and it is located next to lung tissue. Figure 29(b) shows an optimized energy and fluence modulation (EFM) dose distribution for a treatment plan with three incident beam directions. The dose contributions of the three individual portals are shown in Figure 30 (upper panel). The steep dose gradients in the dose distribution of each portal make the plan sensitive to misalignments resulting from penetration or alignment uncertainties. Panel 29(c) shows the dose distribution resulting from a 5 mm over-penetration; panel 29(d) shows the dose for a 5 mm alignment error posteriorly. An alignment error in the posterior direction effectively shifts the dose contributions of the oblique beams apart, leading to localized under doses within the target volume. The case represents a drastic example to demonstrate the general insufficiency of PTV-based approaches. For other treatment sites with less-modulated portals in more homogeneous tissue, the effects will be less pronounced.

Due to the principle limitations of PTV-based plan evaluation, more refined methods to evaluate a treatment plan should be used for light ion therapy. In this section (11.1), methods for evaluating uncertainties associated with static patient geometries are described, excluding the difficulty of anatomical changes. In sections 11.2 and 11.3, additional problems related to anatomical changes (including respiratory motion) are outlined. The most common methods to assess uncertainty in static geometries can be broadly classified into one of three categories: (1) evaluation of individual scenarios, (2) maximum and minimum doses (worst-case measures), and (3) statistical measures. These methods are discussed in sections 11.1.1, 11.1.2, and 11.1.3 below.

11.1.1 Individual Scenarios

The first category for evaluating the effects of uncertainties calculates individual error scenarios. In this approach, dose distributions and associated DVHs are calculated for several relevant uncertainty scenarios. Examples of scenarios to define include:

• Systematic alignment error: The treatment plan is evaluated for a specified systematic error in the patient position relative to the beam.

• Over-penetration scenario: The dose distribution is evaluated for situations where all light ions penetrate further into the patient than anticipated in the nominal scenario. There are different methods to simulate an over-penetration. A common method consists in down-scaling the RLSTPs obtained from the x-ray CT by a specified percentage. Another approach consists of increasing the incident light ion energy.
• **Under-penetration scenario:** In analogy to an over-penetration, the dose distribution is evaluated for the situations where all light ions penetrate less deep into the patient than anticipated in the nominal scenario.

The evaluation of the dose distribution for individual scenarios is illustrated in Figure 29 for a paraspinal tumor. In addition, Figure 31 illustrates a plan comparison using DVHs for the two energy and fluence modulation (EFM) plans (robust and non-robust) shown in Figure 30.

The explicit evaluation of individual uncertainty scenarios is necessarily limited to a small number of scenarios. If a large number of possible error scenarios are to be included into the uncertainty evaluation, it is desirable to consolidate the information contained in multiple dose distributions. Such methods can be based on worst-case measures (section 11.1.2) or statistical measures (11.1.3).

### 11.1.2 Minimum and Maximum Doses

The goal of methods in this category is to determine the minimum and maximum doses that might be delivered in the execution of a treatment plan, assuming that the uncertainties are within some specified intervals. An early example of a method in this category is the minimum and maximum approach described by Goitein (1985). In this method, three possible doses are calculated for every voxel in the patient according to the maximum and minimum doses that might be delivered. The maximum doses for each voxel are determined for each individual portal by expanding the aperture by the lateral alignment uncertainty (LAU), extending the range and range modulation by the penetration uncertainties due to beam delivery (PUBD) and penetration uncertainties due to physical characterization (PUPC), and by increasing the D/MU due to the expected uncertainties of calibration and dose delivery. Likewise, the minimum doses for each voxel are determined for each individual portal by contracting the aperture by the lateral alignment uncertainty (LAU), reducing the range and range modulation by the penetration uncertainties due to beam delivery (PUBD) and penetration uncertainties due to physical characterization (PUPC), and by decreasing the D/MU due to the expected uncertainties of calibration and dose delivery. The maximum and minimum doses for the plan are obtained by summing the maximum doses from all portals together and summing the minimum doses from all portals together. This approach provides three dose distributions: one containing the maximum dose to each voxel, one containing the minimum dose to each voxel, and one containing the nominal dose to each voxel. The minimum and maximum dose distributions would never be deliverable because the aperture would not be expanded on both sides simultaneously, and the range would not be deeper and shallower simultaneously, but the resulting doses to the individual voxels do bracket what doses could be delivered. The three doses may be queried at any voxel by moving a cursor to any point in the plan, looking at three sets of isodose curves, or looking at three DVH distributions. As of 2012, this method was the only uncertainty evaluation method incorporated into a commercial TPS (Curtin-Savard et al., 1999). With small modifications, the Goitein method can also be used for modulated scanning and energy-stacked beam delivery techniques without apertures and 2DRSs (see Moyers and Vatnitsky, 2012).

A similar worst case scenarios method has been described by Lomax (2008) in the context of energy and fluence modulation (EFM). In this method, different dose distributions are obtained by applying shifts to the isocenter positions of whole beam arrangements and increasing and decreasing the range of protons based on penetration uncertainties, as described in section 11.1.1. Excluding the cases involving respiratory motion, this method results in nine dose distributions, including the nominal one. Each voxel in the tumor is assigned the minimum dose, and each voxel in normal tissues is assigned the maximum dose from the nine individual doses. The resulting dose distribution is termed the “worst case” dose distribution. As in the previous methods, the worst case dose distributions cannot be realized, however, they represent a conservative approach to visualize, on a voxel-by-voxel basis, the worst case doses that might be delivered. In this sense, this method is an analog of the PTV- and PRV-based evaluation approach for photons, which also represents the worst that can happen to
the CTV and normal tissues. Incorporation of respiratory motion in this approach is complex and is being investigated.

Trofimov (2012) has used these previous methods to provide a family of DVHs based upon the individual portal shifts of alignment and penetration. In this approach, the various scenarios provide a band of DVHs as a way to visualize the variability of the DVH under the influence of the uncertainties. A narrow DVH band is desirable for the target, indicating that the dose distribution is relatively insensitive to uncertainties.

11.1.3 Statistical Measures

Methods in this category require a probabilistic description of the uncertainty. This means that a probability distribution over the uncertain treatment parameters is assumed, e.g., a Gaussian distribution over a range of alignment errors. The probability distribution of the underlying treatment parameters leads to a probability distribution of the dose distribution that may be delivered. Different measures to characterize aspects of this distribution can be calculated:

- An example of a statistical measure method is to calculate the expected value and the standard deviation of the dose in every voxel. In the case that a homogeneous dose distribution is to be delivered to the target volume, the expected dose value indicates if the prescribed dose is met on average; the standard deviation quantifies by how much the realized dose deviates on average from the expected dose (Unkelbach et al., 2007, 2009).

- Another possibility consists of estimating the probability (on a voxel-by-voxel basis) that the dose is within some interval. For example, for the target volume, the probability that the dose is within 5% of the prescription dose can be displayed. For a critical structure, the probability that the dose is above a tolerance threshold is displayed (Maleike, 2006).

Statistical measures have been published in the literature, but are not known to be applied in practice in any light ion treatment centers.

11.2 Inter-fractional Anatomy Changes

If multiple images of a patient from different days are available, a given treatment plan can be evaluated on each of these image data sets. Such imaging is, however, usually not available at the time of initial treatment planning. In addition, a small number of image data sets may not represent the full range of anatomical variations that a treatment plan should be robust against. To address this problem, robustness evaluation against penetration and alignment errors may serve as a surrogate for robustness evaluation against anatomical changes. This evaluation requires an estimate on the additional variation in penetration that can be caused by changes in the anatomy. Certainly, this estimate will be treatment-site-specific and may depend upon the motion mitigation techniques used at an institution.

If the patient anatomy is expected to change over time (see section 9), this may give rise to repeated imaging during therapy and a replanning strategy. It may be necessary to periodically image the patient and evaluate whether the original treatment plan remains adequate for the new anatomy configuration. To that end, the portal configurations from the previously approved treatment plan are transferred to a new plan using the repeat x-ray CT scan. The dose distribution is then recalculated, and a new set of DVHs are created for all anatomic structures. If the evaluation of the recalculated dose distributions shows that the original constraints are being violated, a new plan is designed. There are indications that the need and frequency for adaptive replanning is greater for light ion therapy than for x-rays.

11.3 Intra-fractional Respiratory Motion

The currently available methods for evaluating treatment plans in the presence of respiratory motion are limited. Motion is typically assessed using 4-dimensional x-ray CT, which provides a snapshot of
the patient geometry in different phases of the respiratory cycle. In current practice, a treatment plan is often evaluated based on the dose distribution calculated on the maximum or average intensity projection image derived from the 4-dimensional x-ray CT data. This can be improved by evaluating the dose distribution on each of the phases separately in order to assess whether the target volume is covered in each phase of the respiratory cycle.

Ideally, the cumulative dose delivered to the patient throughout the respiratory cycle is calculated; however, this is complicated by several practical and conceptual difficulties. In particular, adding dose contributions from multiple respiratory phases requires deformable registration of all phases and weighting the dose distributions in each breathing phase according to the monitor units delivered in each phase. Progress has been made in this field of deformable registration, and an increasing number of planning systems may implement such functionality. Nevertheless, deformable registration may remain cumbersome to use, and the calculation of a cumulative dose distribution may be time-consuming and not always practical.

Measurements of the actual dose delivered to individual patients, such as by inserting small radiation detectors through the airway and placing them adjacent to tumors, are extremely limited. Phantom measurements are useful in commissioning, but can only lead to advice for individual patients.

In a research environment, advanced methods for treatment plan evaluation are being developed that, for example, assess the role of interplay effects between the motion of the tumor and the motion of a scanning beam. It is unclear, however, what degree of treatment plan evaluation will be needed on a patient-by-patient basis. In 2016, the DICOM communications standard was modified such that the recorded time of delivery of each spot for a modulated scanning beam could be transmitted back into a treatment planning system along with the patient motion profile, making it possible to calculate the delivered dose distribution. In practice, however, large margins are still added in the treatment planning process for lung tumors in order to have confidence in covering the tumor due to the limited plan evaluation tools. In order to reduce margins and improve light ion plans, it may also be necessary to develop more advanced treatment plan evaluation methods to provide greater confidence in delivering smaller margins.

### 11.4 Recommendations

The best procedure for evaluating treatment plan robustness in clinical practice will depend on the plan evaluation tools that the TPS provides. Light ion therapy TPSs are currently evolving as more vendors enter the market. It remains to be seen which tools for visualizing and assessing plan robustness will be widely implemented. Some general recommendations include:

- It should be understood that PTV coverage—which in x-ray therapy serves as a surrogate for robustness against alignment errors and anatomic variations—does not necessarily guarantee CTV coverage in light ion therapy. It is, therefore, recommended that the treatment plan is evaluated for individual uncertainty scenarios by explicitly calculating DVHs and dose distributions. CTV and normal tissue DVHs corresponding to the worst case dose distribution, either using the Lomax approach or Fredrickson approach, may be used in light ion therapy similarly to PTV and PRV DVHs for x-rays.

- Special attention to robustness evaluation should be paid when evaluating dose distributions in heterogeneous tissue and for highly modulated portals in energy and fluence modulation (EFM).

- When comparing light ion beam plans to megavoltage x-ray beam plans, the robustness of each type of plan should be evaluated separately. As the tumor response is most closely associated with the average dose to the CTV (see section 10.2), ion and x-ray dose response should be compared using the CTV dose metrics.
12. Summary

There are many physical uncertainties associated with the planning and delivery of light ion beam treatments. Lateral alignment uncertainties (LAUs) are similar to those encountered in x-ray and electron beam treatments, but the unique configurations and large size and weight of the delivery equipment require careful analysis of the sub-components. Penetration uncertainties are similar to those encountered in electron beam treatments, but they are much more important because of the larger dose gradients encountered in light ion beams and the variety of planning, delivery, and delivery monitoring techniques. Of particular importance are penetration differences due to lateral misalignments; therefore, LAUs lead to penetration uncertainties. The large dose gradients produced by light ion beams also exacerbate the effects of patient motion, particularly with beam delivery techniques that treat one part of the patient at a time, such as with scanning beams. Each facility should individually assess the uncertainties to apply in treatment planning. Authors of future studies should report $k_p$ values with all reported uncertainty values so that the light ion community may benefit from the collective experience. Treatment planners should place special emphasis on generating plans that are robust to the effects of uncertainties. To assist with this task, dose distributions calculated under non-nominal conditions should be evaluated.
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### Appendix: List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DRS</td>
<td>two-dimensional range shifter</td>
</tr>
<tr>
<td>ABC</td>
<td>active breathing control</td>
</tr>
<tr>
<td>BEV</td>
<td>beam's eye view</td>
</tr>
<tr>
<td>CMM</td>
<td>computerized measuring machine</td>
</tr>
<tr>
<td>CNC</td>
<td>computer numerically controlled</td>
</tr>
<tr>
<td>CSDA</td>
<td>continuous slowing down approximation</td>
</tr>
<tr>
<td>CT</td>
<td>computed tomography</td>
</tr>
<tr>
<td>CTV</td>
<td>clinical target volume</td>
</tr>
<tr>
<td>D/MU</td>
<td>dose per monitor unit</td>
</tr>
<tr>
<td>DECT</td>
<td>dual energy x-ray computed tomography</td>
</tr>
<tr>
<td>DF</td>
<td>detection function</td>
</tr>
<tr>
<td>DIBH</td>
<td>deep inspiration breath hold</td>
</tr>
<tr>
<td>DRR</td>
<td>digitally-reconstructed-radiograph</td>
</tr>
<tr>
<td>DTA</td>
<td>distance-to-agreement</td>
</tr>
<tr>
<td>DP&lt;sub&gt;80–20&lt;/sub&gt;</td>
<td>distal penumbra between the 80% and 20% dose values</td>
</tr>
<tr>
<td>DVH</td>
<td>dose volume histogram</td>
</tr>
<tr>
<td>EDM</td>
<td>electrical discharge machine</td>
</tr>
<tr>
<td>EFM</td>
<td>energy and fluence modulation</td>
</tr>
<tr>
<td>EUD</td>
<td>equivalent uniform dose</td>
</tr>
<tr>
<td>FDF</td>
<td>focal distribution function</td>
</tr>
<tr>
<td>FTV</td>
<td>field target volume</td>
</tr>
<tr>
<td>GTV</td>
<td>gross tumor volume</td>
</tr>
<tr>
<td>HU</td>
<td>Hounsfield unit</td>
</tr>
<tr>
<td>k&lt;sub&gt;p&lt;/sub&gt;</td>
<td>coverage factor</td>
</tr>
<tr>
<td>kVXCT</td>
<td>kilovoltage x-ray computed tomography</td>
</tr>
<tr>
<td>LAU</td>
<td>lateral alignment uncertainty</td>
</tr>
<tr>
<td>LP&lt;sub&gt;80–20&lt;/sub&gt;</td>
<td>lateral penumbra between the 80% and 20% dose values</td>
</tr>
<tr>
<td>MCS</td>
<td>multiple Coulomb scattering</td>
</tr>
<tr>
<td>MLC</td>
<td>multi-leaf collimator</td>
</tr>
<tr>
<td>MLFC</td>
<td>multi-layer Faraday cup</td>
</tr>
<tr>
<td>MLIC</td>
<td>multi-layer ionization chamber</td>
</tr>
<tr>
<td>MPO</td>
<td>multiple portal optimization</td>
</tr>
<tr>
<td>MU</td>
<td>monitor unit</td>
</tr>
<tr>
<td>MVXCT</td>
<td>megavoltage x-ray computed tomography</td>
</tr>
<tr>
<td>OAR</td>
<td>organ at risk</td>
</tr>
<tr>
<td>OTF</td>
<td>optical transfer function</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PMMA</td>
<td>polymethylmethacrylate</td>
</tr>
<tr>
<td>PTV</td>
<td>planning target volume</td>
</tr>
<tr>
<td>PRV</td>
<td>planning organ at risk volume</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>PUBD</td>
<td>penetration uncertainties due to beam delivery</td>
</tr>
<tr>
<td>PUPC</td>
<td>penetration uncertainties due to physical characterization</td>
</tr>
<tr>
<td>QA</td>
<td>quality assurance</td>
</tr>
<tr>
<td>QEF</td>
<td>quality equivalent filtration</td>
</tr>
<tr>
<td>RFOV</td>
<td>reconstructed field of view</td>
</tr>
<tr>
<td>RLSCP</td>
<td>relative linear scattering power</td>
</tr>
<tr>
<td>RLSTP</td>
<td>relative linear stopping power</td>
</tr>
<tr>
<td>SAD</td>
<td>source-to-axis distance</td>
</tr>
<tr>
<td>SD</td>
<td>standard deviation</td>
</tr>
<tr>
<td>SFOV</td>
<td>scan field of view</td>
</tr>
<tr>
<td>SID</td>
<td>source-to-imager distance</td>
</tr>
<tr>
<td>SPO</td>
<td>single portal optimization</td>
</tr>
<tr>
<td>SSD</td>
<td>source-to-skin distance</td>
</tr>
<tr>
<td>SXCTN</td>
<td>scaled x-ray computed tomography number</td>
</tr>
<tr>
<td>TPS</td>
<td>treatment planning system</td>
</tr>
<tr>
<td>URS</td>
<td>uniform range shifter</td>
</tr>
<tr>
<td>VSAD</td>
<td>virtual source-to-axis distance</td>
</tr>
<tr>
<td>WEQ</td>
<td>water equivalence</td>
</tr>
<tr>
<td>WED</td>
<td>water-equivalent depth</td>
</tr>
<tr>
<td>WET</td>
<td>water-equivalent thickness</td>
</tr>
</tbody>
</table>